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Streszczenie

Przedmiotem niniejszej rozprawy jest opracowana na potrzeby przemyshu odziezowego
metoda pomiaru ludzkiego ciata zarejestrowanego cyfrowo w postaci chmury punktéw. Praca
zawiera przeglad istniejacych technik i wyzwan zwigzanych z cyfrowa antropometria.
Zebrana wiedza pozwolita na przygotowanie i udokumentowanie w petni automatycznego
procesu kompleksowego wymiarowania ludzi. Jego opis obejmuje Kkolejne etapy
przetwarzania chmury punktow, takie jak filtracja, segmentacja, detekcja punktow
antropometrycznych na powierzchni i wlasciwe algorytmy wymiarowania W podziale na
pomiary obwodowe, tukowe oraz liniowe. Proponowane podejscie zostato przeanalizowane
zarowno W odniesieniu do manualnych pomiaré6w antropometrycznych dokonanych przez
ekspertow, jak i do wynikow pozyskanych za pomocg jednego z wiodacych systemow
komercyjnych. Z kolei uzyteczno$¢ opracowanej metody zostata potwierdzona nie tylko
w serii testow doktadnosciowych oraz jakosciowych, ale i w praktyce. W toku prac
wykazano, ze pomimo swoich ograniczen 1 nieuniknionej rozbieznosci w stosunku do
pomiaré6w manualnych uznawanych nadal za zloty standard, metoda ta moze by¢
z powodzeniem stosowana do szeroko zakrojonych badan antropometrycznych. Wyniki
algorytmow pomiarowych postuzyly do opracowania nowych tabel rozmiarow dla wybranych
stuzb mundurowych w ramach projektu ,Formfit — Badania antropometryczne
funkcjonariuszy stuzb podleglych Ministrowi Spraw Wewngtrznych”. Podsumowujac,
zaproponowana metodologia wpisuje si¢ w trend nowoczesnej antropometrii 3D, ktéra dzigki
wysokiej precyzji i powtarzalno$ci moze by¢ stosowana na duzg skale, bez wzgledu na

roéznorodnos¢ rozmiarow 1 ksztaltow ciata cztowieka.

Stowa kluczowe: skanowanie 3D, antropometria, automatyczne pomiary ciata cziowieka,

odziezownictwo



Abstract

The subject of this dissertation is a method developed for the apparel industry for measuring
the human body, digitally registered as a point cloud. The work includes a review of existing
techniques and challenges related to digital anthropometry. The gathered knowledge allowed
for the preparation and documentation of a fully automated process for comprehensive human
measurement. Its description covers successive stages of point cloud processing, such as
filtration, segmentation, detection of anthropometric points on the surface, and the relevant
measurement algorithms divided into girth, arc, and linear ones. The proposed approach has
been analyzed with reference to manual anthropometric measurements conducted by experts
and to results obtained using one of the leading commercial systems. Furthermore, the
usefulness of the developed method has been confirmed not only through a series of accuracy
and quality tests, but also in practice. In the course of the work, it was shown that despite its
limitations and inevitable discrepancy with manual measurements still considered the gold
standard, this method can be successfully applied to extensive anthropometric studies. The
results obtained from the measurement algorithms were used to develop new size tables for
selected uniformed services as part of project “Formfit — Anthropometric studies of officers
employed by the Ministry of the Interior”. In summary, the proposed methodology aligns with
the trend of modern 3D anthropometry, which, thanks to its high precision and repeatability,

can be used on a large scale regardless of the diversity of human body sizes and shapes.

Keywords: 3D scanning, anthropometry, automated human body measurements, apparel
industry
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JPEG Joint Photographic Experts format kompresji obrazow
Group
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MoCap Motion Capture technika przechwytywania ruchu 3D
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1. Wprowadzenie
1.1. Motywacja

Od czasow starozytnych budowa ludzkiego ciata, jego wymiary oraz proporcje stanowity
obiekt zainteresowan cztowieka. Antropometria (z gr. anthropos — cztowiek, metréo — mierzg)
jest dziedzing nauki, ktéra ewoluowata z fascynacji ludzkim ciatem i zajmuje si¢ pomiarami
rozmiaru, ksztaltu, sily oraz innych mierzalnych cech ciata czlowieka [1]. Poczatkowo
antropometria obejmowata gtéwnie pomiary liniowe, powierzchniowe, objetosciowe 1 katowe
— zar6wno ciata (somatometria), jak 1 szkieletu (osteometria) ze szczegdlnym uwzglednieniem
czaszki (kraniometria) [2]. Jej korzenie si¢gaja antycznego Egiptu, gdzie ok. 3500 — 2200 lat
p.n.e. odkryto, ze ciato moze by¢ podzielone na 19 czesci [3]. Z kolei juz w IV — | wieku
p.n.e. w doktadny i naukowy sposob antropometria zostala opisana w najstarszym chinskim
traktacie medycznym znanym jako ,,Kanon medycyny chinskiej Zottego Cesarza” (z chin.
Hudngdi Neijing) [4], a za poczatek rozwoju nowoczesnej, systematycznej antropometrii
uwaza si¢ XVIII wiek [5], [6]. Wspotczesnie, stanowi ona wazng gataz nie tylko przemystu
odziezowego, ale i1 ergonomii, medycyny, kryminalistyki, wirtualnej rzeczywistosci czy

morfologii porownawczej [4], [7], [8].

Przemyst odziezowy jest jednym z najwazniejszych sektorow gospodarki na $wiecie, a jego
przychody miaty przekroczy¢ 1,7 biliona dolaréw amerykanskich w 2023 roku [9]. Obejmuje
on nie tylko projektowanie i produkcje odziezy, ale takze dystrybucj¢ 1 sprzedaz na rynkach
krajowych i miedzynarodowych. Niewatpliwie niesie to za sobg istotne konsekwencje dla
srodowiska, gdyz przemyst ten jest odpowiedzialny za 8-10% globalnej emisji dwutlenku
wegla [10]. W zwigzku z tym wicle firm odziezowych intensyfikuje swoje dzialania
w kierunku zrownowazonego rozwoju, aby przeciwdziata¢ negatywnym skutkom produkcji
odziezy. Istotnym wyzwaniem dla tej branzy jest zrozumienie i adaptacja do ztozonosci oraz
réznorodno$ci ksztattow ciata ludzkiego zaleznych od wieku, plci czy przynaleznosci do
danej grupy etnicznej. Pomiary ciata stanowig kluczowy element tego procesu, b¢dac zarazem
zrodtem trudnos$ci dla konsumentow, dla ktorych zakup odpowiednio dopasowanego ubioru
stanowi czestokro¢ duze wyzwanie. W przypadku elektronicznego handlu odzieza ok. 25%
zamowien jest zwracanych [11], z czego az 70% zwrotow ubran wynika ze ztego ich
dopasowania [12]. Tylko w Stanach Zjednoczonych ich warto$¢ szacuje si¢ na 38 miliardow
dolarow [13]. Precyzyjne, regularnie aktualizowane pomiary ciala sa niezbedne nie tylko

w przypadku produkcji odziezy na miarg, ale rowniez w produkcji masowej. Ta druga
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wymaga statej optymalizacji typoszeregéw ubran, aby minimalizowac¢ straty z tytutu obstugi

niepasujacej odziezy, jak rowniez zwigksza¢ komfort uzytkownika.

Fizjonomia cztowieka ewoluuje z czasem zard6wno w sposéb indywidualny z powodu wieku,
diety i poziomu sprawnosci fizycznej, jak i globalny poprzez zmiany S$rodowiskowe.
Przyktadowo w Polsce, tak jak i w wigkszosci krajow europejskich, wysoko$¢ ciata wzrastata
o 1 do 3 cm na dekadg¢ na przestrzeni ostatnich 150 lat [14]. Co wigcej, $rednie BMI (z ang.
Body Mass Index — wskaznik masy ciata) na §wiecie stale rosnie [15]. Przetozenie pomiarow
antropometrycznych na tabele rozmiarow odziezy, tak aby zapewniony byt mozliwie
najlepszy poziom dopasowania i komfort odbiorcow koncowych, nie jest tatwym procesem
I wymaga cigglego monitorowania grupy docelowej [16]. Pocigga to za sobag koniecznos¢
cyklicznego przeprowadzania obszernych badan antropometrycznych populacji, ktorych
przyktadami sg m.in. ANSUR 1 i Il (z ang. Anthropometric Survey of U.S. Army Personnel)
[17], [18] czy NHANES (z ang. National Health and Nutrition Examination Survey) [19].
Problem ten nie dotyczy tylko przemystu odziezowego, ale tez m.in. ergonomii. O tym, ze nie
istnieje ,,sredni” czlowiek, przekonato si¢ wojsko amerykanskie juz w latach 50. XX w.,
probujac zaprojektowac uniwersalny kokpit dla przecietnego pilota. Okazato sie¢, ze sposrod
ponad 4 tysiecy zmierzonych lotnikéw zZaden nie wpasowywal si¢ w  widetki
10 podstawowych wymiaréw, a biorac pod uwagg tylko 3 z nich — mniej niz 3,5% o0sob [20].

Stato si¢ to przyczynkiem do wdrozenia regulowanych foteli i oprzyrzadowania.

W tradycyjny sposob metryKi ciata sg mierzone recznie przez wyszkolonego specjaliste, ktory
bada powierzchni¢ ciata lub szkieletu przy uzyciu sprzetu, takiego jak tasmy miernicze,
wzrostomierze, antropometry czy suwmiarki [21]. Jednak od czasu, gdy skanery 3D staty si¢
przedmiotem szeroko zakrojonych badan w poznych latach 80. XX w., znaczenie
potautomatycznej i w pelni automatycznej antropometrii cyfrowej odpowiednio wzrosto [22],
[23]. Dynamiczny rozwo6j technologii obrazowania 3D przynidst narz¢dzia pozwalajace na
zautomatyzowanie i1 przyspieszenie wykonywanych dotychczas manualnie czasochtonnych
pomiaréw antropometrycznych. Wykorzystanie skaneréw 3D pozwala zebra¢ dane dotyczace
geometrii powierzchni ciala w czasie od kilku do utamkéw sekund w przypadku technik 4D
[24]. Ponadto dzigki technologii 3D projektanci i producenci odziezy mogg lepiej zrozumieé
ksztalt 1 proporcje ciala swoich klientow, co pozwala im tworzy¢ odziez, ktoéra lepiej

dopasowuje si¢ do réznych typow sylwetek.
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Od nowoczesnej antropometrii 3D oczekuje si¢ wysokiej precyzji, powtarzalnosci i tatwosci
w stosowaniu na duza skalg bez wzgledu na réznorodno$¢ ksztaltow i rozmiaréw ciata
ludzkiego. Na rynku istnieje wiele rozwigzan komercyjnych wykorzystujacych technologie
3D [25], ale s one zamknigte i dziatajg na zasadzie tzw. ,.czarnej skrzynki” [26], [27].
Opracowanie nowej, w petni udokumentowanej metody pomiaru ciata z wykorzystaniem
chmury punktéw moze wptyna¢ pozytywnie na proces projektowania i produkcji ubran,
umozliwiajac szybsze i doktadniejsze dostosowanie wymiarow odziezy do indywidualnych

potrzeb klientow.
1.2. Cel i zalozenia pracy

Celem gléwnym pracy jest opracowanie oraz weryfikacja metody automatycznego pomiaru
ciata czlowieka, ktora zostanie dostosowana do potrzeb przemystu odziezowego. Metoda ta
opiera¢ si¢ ma na analizie danych uzyskanych za pomocg skanera 3D, ktory generuje chmurg
punktow we wspotrzgdnych Kkartezjanskich (x, y, z) [28] pelnej sylwetki czlowieka.
Wynikiem przetwarzania powinien by¢ kompleksowy zestaw wymiaré6w oparty o punkty
antropometryczne (patrz Tabele 1.1 i 1.2), ktory bedzie moght byé bez przeszkod
wykorzystywany do projektowania odziezy czy przeprowadzania badan antropometrycznych

populacji.

Szczegotowe efekty zaplanowane do osiggniecia w niniejszej pracy obejmujg cele naukowe,

takie jak:

e opracowanie w pelni udokumentowanej metodyki wyznaczania wymiaréw
antropometrycznych na podstawie chmury punktow ciata cztowieka o nastepujacych
parametrach:

o btad procentowy wzgledem manualnych pomiarow < 10%,

o powtarzalnos¢ 0 odchyleniu standardowym < 15 mm,

o wspélczynniki spojnosci i zgodnosci absolutnej ICC (z ang. Intraclass
Correlation Coefficient — wspotczynnik korelacji wewnatrzklasowej) [29]
w stosunku do pomiaréw manualnych na poziomie doskonatym > 0.75 [30],

e bezobstugowos¢ poszczegolnych etapow procesu przetwarzania danych obejmujacych
filtracje i segmentacje skanu, detekcje punktow antropometrycznych oraz wiasciwe

wyznaczenie przebiegu linii pomiarowej, ktéra powinna odpowiada¢ zachowaniu
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taSmy mierniczej dla krzywych i obwodéw lub cyrkla antropometrycznego dla
dhugosci liniowych,
e zobiektywizowanie i usprawnienie obecnie stosowanej metodyki przeprowadzania

badan antropometrycznych
oraz cele aplikacyjne:

e zapewnienie kompleksowego zestawu wymiaréw obejmujacego obwody, wysokosci
czy krzywe, ktory moze mie¢ zastosowanie do réznych typow odziezy,

o weryfikacje konkurencyjnosci rozwigzania na podstawie analizy jakosci
wyznaczanych danych antropometrycznych poprzez zestawienie ich z wynikami
pozyskanymi manualnie przez ekspertow, a takze przy uzyciu jednego z wiodacych,
acz zamknigtych systemow komercyjnych Human Solutions Vitronic Vitus Smart
XXL [31], ktéry deklaruje zgodnos$¢ z normg ISO 20685 [32] (szczegdtowy opis norm
znajduje si¢ w podrozdziale 2.1 nizej),

e okreslenie stosowalnosci metody w praktyce przemystowej z uwzglednieniem roznic
miedzy nig a tradycyjnymi metodami i normami, ktére nie byly tworzone z myslg
0 pomiarze 3D,

e aktualizacje tabel rozmiaréw dla funkcjonariuszy shuzb mundurowych w ramach
projektu ,,Formfit — Badania antropometryczne funkcjonariuszy stuzb podlegtych
Ministrowi Spraw Wewnetrznych” na podstawie danych uzyskanych proponowang
metoda,

e oOpracowaniec narzedzi do pozyskiwania danych antropometrycznych i ich integracja
Z zewnetrznym  oprogramowaniem ewidencyjno-analitycznym oraz aplikacjg do

obstugi systemu skanujacego.

Opracowanie powyzszej metody powinno wspomédc w przysztosci pozyskiwanie danych
antropometrycznych w szybki, wiarygodny i powtarzalny sposob. Ponadto holistyczny opis
procesu wyznaczania wymiarOw przyczyni si¢ do usystematyzowania wiedzy o technikach
antropometrii 3D w przemys$le odziezowym, co pozwoli na usprawnienie procesu

projektowania i produkcji ubran.

Podstawg do przeprowadzania badan stanowily wymagania okreslone w ramach projektu
,Formfit — Badania antropometryczne funkcjonariuszy stuzb podlegtych Ministrowi Spraw

Wewnetrznych”, ktory zostat wsparty przez Narodowe Centrum Badan i Rozwoju (konkurs nr
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6/2014 na rzecz bezpieczenstwa i obronnosci panstwa, umowa nr DOB-BIO6/20/74/2014).
Jednym z jego gtownych celéw byla aktualizacja tabel rozmiarowych odziezy shuzb
mundurowych na podstawie wynikow pozyskanych automatycznie za pomoca technik 3D.
Omawiana w niniejszej rozprawie metoda miala umozliwi¢ przeprowadzanie
antropometrycznych pomiaréw krawieckich, ktorych definicje zostaty opracowane przez
ekspertow z Instytutu Widkiennictwa w Lodzi. Ich selekcji dokonano na podstawie
wybranych typoéw pomiarow z dokumentu [33] oraz norm ISO 7250 [34], ISO 8559 [35]
i PN-EN 13402 [36]. Spis wymaganych 34 pomiaréow wraz z odpowiadajacymi im punktami
antropometrycznymi zaprezentowany jest w Tabelach 1.1 i 1.2, a ich wizualizacja na modelu

ciala cztowieka znajduje si¢ na Rysunku 1.1.

Tabela 1.1 Spis pomiaréw antropometrycznych wraz z podziatem na kategorie (1./p. —

lewy/prawy).
) Pomiary liniowe
Pomiary obwodowe Pomiary lukowe
Szerokosci Wysokosci
opx  przez piersi RVRv barkow tytu PcPl  pachy L/p. Zwo wzrost
opp pod piersiami RvSXRv  barkéw przodu XcXc  barkow tytu ZSy 7 kregu szyi
0s  szyi XIXI przodu przez piersi | XpXp miedzypiersiowa | ZTv talii
dhugosci przodu do
on  nadgarstka l./p. SySvXp o ZUo krocza
piersi L./p.
] dhlugosci  przodu
oh  podudzial./p. SySvXpTp ) ZKo kolana I./p.
przez piers 1./p.
ot talii SyTy dhugosci plecow ZHo kostki I./p.
ou udal./p. SVRv dhugosci barku 1./p. ZPc pachy L./p.
dhugosci konczyny
ok  kolanal./p. RVNv ZRv barku I./p.
gornej 1./p.
ol tydki 1./p. PcRvPI pachy L./p. ZSv nasady szyi l./p.
orl  przedramienia l./p.
or  ramienial./p.
bioder
ob  wg najwiekszego
obwodu posladkéw
bioder
obt  z uwzglednieniem
wypuktosci brzucha
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Tabela 1.2 Spis punktow antropometrycznych (1./p. — lewy/prawy).

Akronim Opis antropometryczny Akronim an trop(?rﬁlestryczny
Rv wyrostek barkowy 1./p. Tp talia pod piersia I./p.
Sv ramiona-szyja l./p. Ty talia pod kregiem C7
Sy kreg C7 El tokie¢ L./p.

SX dot szyjny pomigdzy obojczykami Nv nadgarstek 1./p.

Pl przé6d pachy 1./p. Tv talia

Pc tyt pachy L./p. Uo krocze

Xp brodawki sutkowe I./p. Ko kolano I./p.

Xl przo6d pachy na wysokosci brodawek sutkowych 1./p. | Ho kostka I./p.

Xc tyl pachy na wysokosci sutkow ./p.

Rysunek 1.1 Wizualizacja pomiaréw antropometrycznych i odpowiadajgcych im punktow
antropometrycznych na potrzeby konstrukcji odziezy.
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1.3. Zarys pracy

Niniejsza rozprawa doktorska sktada si¢ z 8 rozdziatow. W rozdziale 1 jest zaprezentowana
tematyka i zarys pracy, a takze motywacja do jej realizacji oraz szczegotowe cele i zalozenia.
Rozdzial 2 zawiera przeglad istniejagcych metod pomiaru ciata w przemysle odziezowym.
Omoéwiono W nim standardy pomiaréw ciata cztowieka oraz roézne sposoby ich
przeprowadzania, w tym tradycyjne, manualne metody pomiarowe, oraz nowoczesne,
wykorzystujgce skanowanie 3D czy uczenie maszynowe. Obejmuje on réowniez przeglad
dostgpnych na rynku systemoéw antropometrycznych 3D, 4D oraz aplikacji mobilnych.
Ponadto w ramach podsumowania zostaly omowione zalety i wady istniejacych technik.
W rozdziale 3 zawarte sg zalozenia i o0pis przebiegu procesu pozyskania danych
antropometrycznych na potrzeby weryfikacji metody pomiarowej bedacej przedmiotem pracy.
Zaprezentowano w nim wykorzystang technologi¢ skanowania ciala 3D i zastosowane
rozwigzania sprz¢towe, ktore porownano z referencyjnym systemem komercyjnym. Z kolei
rozdziat 4 przedstawia autorskg metode pomiaru ciala na podstawie chmury punktow.
Kluczowe etapy przetwarzania danych, takie jak filtracja, segmentacja, detekcja punktow
antropometrycznych oraz wtasciwe algorytmy wymiarowania sg szczegétowo opisane w jego
kolejnych podrozdziatach. Rozdziat 5 otwiera opis procesu pozyskania danych testowych,
ktore postuzyly do weryfikacji zaproponowanych algorytméw wymiarowania. Uzyskane
wyniki porownano z innymi metodami pomiaru ciata cztowieka, zar6wno tradycyjnymi, jak
i dostepnym komercyjnie konkurencyjnym rozwigzaniem 3D. W nast¢pnych podrozdziatach
zaprezentowana jest szczegotowa analiza doktadnosci, powtarzalnosci pomiarow Cczy
mozliwosci wykorzystania ich do bezposredniego zastgpienia klasycznych metod.
W rozdziale 6 przedstawione jest praktyczne zastosowanie opisanej metody w przemysle
odziezowym. Omowiono w nim opracowane w toku prac oprogramowanie oraz
przeprowadzono ewaluacje metody na przyktadzie projektu Formfit. Rozdziat 7 zawiera
podsumowanie pracy i realizacji celow badawczych oraz wnioski wynikajace z badan, w tym
korzysci z zastosowania metody oraz jej ograniczenia. W jego ramach zaprezentowane sa
takze perspektywy dalszych badan i rozwoju metody. Prace wienczy rozdziat 8, w ktorym

znajduje si¢ spis zrodet bibliograficznych wykorzystanych przy jej tworzeniu.
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2. Przeglad metod pomiaru ciala czlowieka

Przemyst odziezowy nieustannie dazy do optymalizacji proceséw produkcyjnych, poprawy
jakosci produktow i zwigkszenia satysfakcji klientow. Jednym z kluczowych aspektow, ktory
decyduje o tych czynnikach, jest precyzyjny pomiar ciala ludzkiego [21], [37]. Wlasciwe
pomiary umozliwiaja nie tylko tworzenie odziezy, ktora odpowiednio pasuje do ksztaltow
konsumentéw, ale takze zwigkszaja wydajnos¢ proceséw produkcyjnych 1 redukuja
marnotrawstwo materiatlow [38]. W ostatnich latach rozwoj technologii widzenia i uczenia
maszynowego doprowadzil do powstania nowych podejs¢ do antropometrii [4]. Tradycyjne
manualne pomiary antropometryczne coraz czgsciej zastgpowane S3 nowoczesnymi,
automatycznymi metodami, ktorych przeglad zostal zaprezentowany ponizej. Niezaleznie
jednak od metody podstawe dla wszelkich technik wymiarowania stosowanych w praktyce

przemystowej stanowig standardy pomiarow ciata cztowieka.
2.1. Standardy

Standaryzacja pomiarow ciata czlowieka jest niezbedna, aby zapewni¢ spdjnos¢, doktadnosc,
wiarygodno$¢ i przewidywalnos¢ wynikow. Niemniej jednak nie istnieje uniwersalny zestaw
miedzynarodowych norm dla wszystkich aspektow antropometrii. Najwazniejszymi
organizacjami standaryzacyjnymi, ktore podejmujg wysitki w celu rozwigzania tego

problemu, sa:

e [SO (z ang. International Organization for Standardization — Mig¢dzynarodowa
Organizacja Normalizacyjna) — niezalezna, migdzynarodowa organizacja, ktora
opracowuje standardy majace na celu zapewnienie jako$ci, bezpieczenstwa
i efektywnos$ci produktow, ustug i systemow [39],

e CEN (z ang. European Committee for Standardization — Europejski Komitet
Normalizacyjny) — stowarzyszenie taczace organizacje normalizacyjne z 34 krajow
europejskich, w tym PKN (Polski Komitet Normalizacyjny) [40], [41],

e ASTM International (z ang. American Society for Testing and Materials —
Amerykanskie Stowarzyszenie Badan i Materiatdw) — organizacja wywodzaca si¢
z rynku amerykanskiego, ktora opracowuje mi¢dzynarodowe standardy dla réznych
dziedzin, w tym antropometrii [42],

e |EEE (z ang. Institute of Electrical and Electronics Engineers — Instytut Inzynierow

Elektrykow i Elektronikow) — stowarzyszenie ktore, cho¢ glownie skupia si¢ na
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standardach technologicznych, odgrywa wazna role¢ w konteksécie antropometrii,
zwlaszcza w przypadku jej styku z nowoczesnymi technologiami 3D [43],

e ISAK (z ang. International Society for the Advancement of Kinanthropometry —
Mig¢dzynarodowe Stowarzyszenie na Rzecz Rozwoju Kinantropometrii) — organizacja,
ktora opracowuje standardy migdzynarodowe dla kinantropometrycznej (taczacej
anatomi¢ z ruchem i funkcjonalnoscig) oceny ciata, a takze szkoli i certyfikuje
antropometrow na catym $wiecie [44],

e WHO (z ang. World Health Organization — Swiatowa Organizacja Zdrowia) —
organizacja skupiajaca si¢ m.in. na wytycznych i standardach dla pomiarow
zdrowotnych, w tym antropometrii. Przyktadem jest WHO Child Growth Standards
(zang. standardy WHO rozwoju fizycznego dzieci), czyli zestaw wytycznych

dotyczacych oceny wzrostu, wagi i rozwoju dzieci [45].

Z kolei za najistotniejsze normy w kontekécie przeprowadzania pomiar6w
antropometrycznych na potrzeby przemystu odziezowego zaré6wno w tradycyjny, jak

I nowoczesny sposob uznaje si¢ m.in. [46]:

e |SO 7250-1:2017 — standard okreslajacy podstawowe wymiary ciala ludzkiego,
punkty pomiarowe oraz wytyczne dla projektowania technicznego [34],

e |SO 8559-1:2017 — standard dotyczacy terminologii i metodyki wykorzystywanej
w kontekscie odziezy i innych artykutow tekstylnych [35],

e [SO 15535:2012 — standard odpowiadajacy za kontrole jakosci pomiarow i spojnosci
baz danych antropometrycznych oraz okreslajacy wymagania co do ich tworzenia
I zarzgdzania nimi [47],

e |SO 20685-1:2018 — standard majacy na celu stworzenie pomostu pomigdzy
tradycyjnym podej$ciem antropometrycznym a technikg wykorzystujacg skanowanie
3D. Dokument ten okre$la poziomy akceptowalnych btedow dla roéznych typow
pomiarow w przestrzeni 3D w przypadku poréwnywania ich z tradycyjnymi
pomiarami [32],

e PN-EN 13402-3:2017-11 - standard opisujacy europejski system oznaczania
rozmiarOw odziezy wraz z wykazem najwazniejszych pomiaréw potrzebnych do
okreslenia rozmiaru ubran [36],

e ASTM D5219-15 — standard definiujacy terminologi¢ zwigzang z pomiarami ciata

W celu okreslania odpowiednich rozmiaréw odziezy [48],

19



e |EEE P3141 - standard okre$lajacy ramy, metody i narzedzia oceny jakosci
przetwarzania ciata w 3D, zapewniajace interoperacyjno$¢, bezpieczenstwo
I niezawodnos$¢ technologii pomiarowych. Dokument ten nie jest jeszcze ukonczony

w catosci [49].

Przeglad metod pomiaru, ktore umozliwiajg uzyskanie precyzyjnych danych

antropometrycznych w odniesieniu do powyzszych norm zostal zaprezentowany ponize;j.
2.2. Metody tradycyjne

Post¢gp w dziedzinie technologii widzenia maszynowego zaowocowal powstaniem szeregu
metod pozyskiwania ksztattu obiektow 3D, ktore odgrywajg istotng role w procesie analizy
danych o geometrii ciata czlowieka. Technologia antropometryczna przeszia ewolucje od
metod 1D i 2D do metod 3D i 4D, od pomiaréw kontaktowych do bezkontaktowych oraz od
manualnego do automatycznego wyznaczania wymiarow przy wykorzystaniu komputerow
[7]. Pomimo tego nadal najczesciej za ztoty standard uznaje si¢ klasyczny pomiar manualny
oparty na fundamentalnych cechach anatomii cztowieka [25], [26], [50]. Proces ten zaktada
stosowanie standaryzowanych postaw osoby mierzonej i wyznaczenie odlegtosci miedzy
umownymi punktami antropometrycznymi obejmujgcymi m.in. wyrostek barkowy, tokciowy,
pepek czy rzepke [27], [34]. Pomiary bezposrednich i proporcjonalnych dlugosci, szerokosci,
katow, obwodow i krzywych na powierzchni ciata czlowieka dokonywane sg za pomoca

gamy specjalistycznego sprzetu, takiego jak [4], [51]:

e tasma miernicza — elastyczna, ale nierozciggliwa tasma najczesciej z podziatkg
milimetrowg dedykowana do mierzenia obwodow réznych czgsci ciata np. talii, klatki
piersiowej czy bicepsoéw i odcinkow krzywizn jego powierzchni,

e antropometr — regulowany przymiar uzywany do bezposrednich lub posrednich
pomiar6w  wysokosci 1 dlugosci  pomiedzy  konkretnymi  punktami
antropometrycznymi a podtozem,

e cyrkiel liniowy (suwmiarka) — narz¢dzie uzywane do pomiaréw srednicy, dtugosci,
wysokosci, a takze do pomiarow glgbokos$ci 1 wewnetrznych wymiardw ciata,

o cyrkiel kablakowy — narz¢dzie uzywane zamiast cyrkla liniowego w sytuacji gdy jego
przesuwajgce si¢ konce mialyby napotka¢ przeszkode lub nie siggatyby punktow
pomiarowych np. dla gigbokosci klatki piersiowej w ptaszczyznie posrodkowej czy

dhugosci gtowy,
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e stadiometr (wzrostomierz) — przyrzad do mierzenia wysokosci osoby zaréwno
W pozycji stojacej, jak i1 siedzacej, ktory zwykle sklada si¢ z pionowej S$cianki
I ruchomej poprzeczki,

e goniometr — instrument stuzacy do mierzenia zakresu ruchow w stawach.

Przyktady wybranych narzedzi pomiarowych zaprezentowano na Rysunku 2.1. Nalezy
nadmieni¢, ze metryki antropometryczne nie ograniczajg si¢ jedynie do pomiaréow dtugosci,
ale tez obejmujg cechy, takie jak poziom tkanki tluszczowej, masa ciata czy gesto$¢ mineralna

kosci. Nie sg one jednak przedmiotem zainteresowania niniejszej dysertacji.

a) b)

Zle

JZA\

Rysunek 2.1 Przyktady tradycyjnych narzedzi antropometrycznych: a) antropometr, b) cyrkiel
liniowy duzy, c) cyrkiel liniowy maty, d) cyrkiel kablgkowy, €) tasma miernicza (Zrédto
rysunku: [21]).

Narzedzia wykorzystywane w tradycyjnej antropometrii s3 zazwyczaj ekonomiczne
i intuicyjne w uzyciu. Jednakze sam proces pomiaru jest czasochtonny i zmudny, a czesto

réwniez niewystarczajaco precyzyjny, zwlaszcza w przypadku bardziej skomplikowanych
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ksztaltow ciata. Jednym z mozliwych rozwigzan tych problemow jest wykorzystanie
technologii skanowania 3D. Dzi¢ki niej mozliwe sg szybkie i precyzyjne pomiary ciala, bez
koniecznosci fizycznego kontaktu z osoba mierzong. Skanery 3D moga wykonaé setki
pomiarow w ciggu kilku sekund tworzac doktadny model ciata [24], ktory moze by¢ nastgpnie
poddany automatycznej analizie antropometrycznej oraz wykorzystany do projektowania

I produkcji odziezy.

2.3. Metody cyfrowe
2.3.1. Zarys procesu

Podstawg nowoczesnych metod antropometrycznych jest technologia skanowania 3D, ktora
pozwala na precyzyjny pomiar skomplikowanej geometrii, morfologii oraz wygladu ciata
cztowieka. Integruje m.in. zaawansowang optyke, optoelektronike, mechanike, widzenie oraz
coraz czesciej uczenie maszynowe, a jej bezposrednim wynikiem jest z reguty chmura
punktow lub mapy glebi [25] (patrz Rysunek 2.2). Przeglad ciagle ewoluujgcych technik
skanowania 3D w konteks$cie pomiardéw ciata zostat szeroko opisany w literaturze [25], [37],

[52]-[61].

Rysunek 2.2 Przyktady reprezentacji danych 3D na przyktadzie krolika Stanforda [62]:
a) chmura punktow, b) woksele, ¢) drzewo dsemkowe, d) siatka trojkgtow, (€) mapa glebi
(zrodto rysunku: [63]).

Typowa procedura postegpowania w antropometrii 3D obejmuje nastepujace Kroki:
przygotowanie do pomiaru, akwizycje danych i na koncu ich przetwarzanie, ktoérego
wynikiem jest zestaw wymiarow ciata ludzkiego [4], [25]. Pierwszy etap jest opcjonalny
i moze dotyczy¢ zarowno aspektow sprzetowych, takich jak konfiguracja czy kalibracja
systemu [4], jak i przybrania odpowiedniej pozycji do skanowania czy oznaczenie ciata osoby
mierzonej znacznikami zgodnie z normami [25]. W nastepnym kroku przeprowadzany jest

proces skanowania wybrang technika, a jego wynik poddawany jest dalszej analizie.

22



Wiasciwe wyznaczanie wymiarow czlowieka poprzedzone jest wstgpnym przetwarzaniem
obejmujacym filtracje czy laczenie danych =z wielu sensoréw, wykryciem cech
charakterystycznych na ciele i/lub dopasowaniem do zebranych danych modelu
statystycznego, albo wstepnie przygotowanej siatki trojkatow. Dodatkowo skan ciata
ludzkiego czgsto bywa uprzednio dzielony na kilka czesci (glowa, tors, obie r¢ce i obie nogi),
aby zredukowal przestrzen poszukiwania cech [64], [65]. Pogladowy schemat pomiaru
antropometrycznego 3D, uwzgledniajacy najnowsze techniki pozyskiwania danych

wykorzystujgce uczenie maszynowe, zostat zaprezentowany na Rysunku 2.3 [25].

1 2 3 4 5
Body 2D RGB
markers | i |data | image(s)
: Keypoints Mesh
fitting
: 7Y BOdy
Postures ; measurements
: Point Statistical x
i i cloud i atistica ’
_____________ x| 3p Silhouettes models
ISO SCaN [ hepth
standards map
FEATURE MODEL MEASUREMENT
— — —
PREPARATION > SCANNING EXTRACTION = FITTING EXTRACTION
ACQUISITION PROCESSING

Rysunek 2.3 Schemat pomiaru antropometrycznego 3D: 1) przygotowanie do skanowania
zgodnie z zaleceniami norm, 2) wltasciwe skanowanie, 3) detekcja cech charakterystycznych
(z reguty punktow antropometrycznych czy sylwetek), 4) dopasowanie istniejgcej siatki
trojkgtow lub statystycznego modelu do skanu, 5) wyznaczenie wymiarow. Etapy opcjonalne
1, 3, 4 zostaly oznaczone kolorem szarym (Zrodto rysunku: [25]).

2.3.2. Rekonstrukcja 3D ciata cztowieka
Metody skanowania 3D

Wspdlng cecha taczacyg rézne technologie skanowania 3D ciata dla potrzeb antropometrii jest
wykorzystanie urzadzen optycznych do bezkontaktowego pozyskania danych. Metody te
roznig si¢ jednak sposobem akwizycji wspotrzednych powierzchni. Mozna je podzieli¢ na

dwie gtéwne grupy — pasywne (Korzystajace z naturalnego os$wietlenia, zazwyczaj

23



stonecznego) i aktywne (wspierane dodatkowym zrodlem sygnatu) [66]. Do najczesciej

uzywanych zalicza si¢ [25], [46], [59], [67], [68]:

triangulacj¢ laserowa (z ang. Laser Triangulation, LT) — technika analizy deformacji
ksztaltu i kata odbicia emitowanej wigzki laserowej [69],

analiz¢ czasu przelotu wiazki (z ang. Time of Flight, ToF) — technika pomiaru
odlegtosci polegajaca na pomiarze czasu jaki wigzka $wietlna potrzebuje na podr6z do
celu i z powrotem [70], sensory wykorzystujace impulsowe lub ciagte modulowane
$wiatlo lasera znane sg tez pod nazwag LIDAR (z ang. Light Detection And Ranging)
[71],

projekcje $wiatla strukturalnego (z ang. Structured Light, SL) — proces rekonstrukcji
opierajacy si¢ na podstawie deformacji projektowanego wzoru np. prazkow
sinusoidalnych [72],

fotogrametri¢ — odtworzenie ksztalttu na podstawie zestawu zdje¢ wykonanych
z roznych perspektyw i geometrycznych roznic pomiedzy nimi z zastosowaniem
technik, takich jak MVS (z ang. Multi-View Stereo) [73], STM (z ang. Structure from
Motion) [74] czy SfS (z ang. Shape from Silhouette) [68].

W Tabeli 2.1 przedstawione zostalo uproszczone poréwnanie wybranych parametrow

powyzszych metod akwizycji: doktadno$ci, rozdzielczosSci, czasu akwizycji, wymaganej do

rekonstrukcji minimalnej liczby kierunkow obserwacji oraz stopnia skomplikowania systemu

wplywajgcego na koszt [67].

Tabela 2.1 Poréwnanie metod skanowania 3D ciata (Zrédto tabeli: [67]).

o Kierunki
Metoda akwizycji | Dokladnos¢ Rozdzielczo$é Czas . Koszt
obserwacji
zestaw kamer i projektor
SL <1mm > 1 punkt na mm? <8ms |2
lub zrodto laserowe
zestaw kamer i aktywne
ToF <4mm > 0,25 punktunamm? [<8ms |1
oswietlenie
fotogrametria <2mm > 0,25 punktunamm? |[<8ms [>5 tylko zestaw kamer
zestaw kamer i projektor
LT <1mm > 1 punkt na mm? >66ms|2
lub Zrodto laserowe
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W ostatnich latach, wraz z popularyzacja urzadzen do akwizycji na poziomie konsumenckim,
nasility si¢ badania nad rekonstrukcja 3D geometrii ciata ludzkiego na podstawie prostych
danych, takich jak zdjecia [61], nagrania wideo [75]-[77], zestawy podstawowych wymiaréw
ciata [78]-[83] a nawet same opisy oczekiwanej sylwetki [78], [84]. Dynamiczny rozwoj
metod wykorzystujacych uczenie maszynowe byt mozliwy dzigki wzrostowi dostepnosci
obszernych zestawow danych 2D i 3D z adnotacjami [85]-[103] (przyktady na Rysunku 2.4).
Na szczeg6lng uwage w tym kontekscie zastuguje projekt CAESAR (z ang. Civilian
American and European Surface Anthropometry Resource) [104], czyli jedno z pierwszych
cyfrowych badan antropometrycznych dokonanych na szeroka skale, ktorego dane 3D zostaty
udostgpnione, co miato istotny wptyw na rozwo¢j technik modelowania 3D ciata. Przeglad

nowoczesnych technik rekonstrukcji z wykorzystaniem danych uczacych przedstawiono

ponize;j.

Head circumference

Neck circumference
Shoulder-to-shoulder width

Arm span

Shoulder-to-wrist (sleeve length)
Torso length

Bicep circumference

Wrist circumference

Chest circumference

Waist circumference

Pelvis circumference

Leg length (pelvis-to-ankle)
Inner leg length (crotch-to-ankle)
Thigh circumference

Knee circumference

Calf length

Rysunek 2.4 Przyktady dostgpnych typow danych 2D i 3D do uczenia maszynowego (0d
lewej): binarne i szaroodcieniowe sylwetki 2D, siatka trdjkgtow modeli parametrycznych 3D,
szkielet, skan 3D w postaci chmury punktow, wymiary ciata (Zrédto rysunku: [105]).

Modele parametryczne

Dopasowanie do obrazu modelu parametrycznego 3D w postaci siatki trojkatow jest obecnie
jedng z podstawowych metod przyblizonej rekonstrukcji ciata cztowieka. Polega ona na
optymalizacji parametréow pozy i ksztattu modelu (tzw. fenotypu [106]), tak aby najlepiej

pasowaty do danych wejsciowych obejmujacych obrazy 2D, kontury sylwetki, szkielet,
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punkty orientacyjne czy bezposrednie, zaszumione dane ze skanera 3D [25], [61]. Docelowa
geometria moze by¢ pozyskana zarowno w typowym dla dziedziny animacji komputerowej
procesie deformowania siatki [107], jak i za pomoca regresji z wykorzystaniem modeli
statystycznych [25]. Do statystycznego badania zmian fenotypu w zestawie dopasowywanych
szablonow siatek stosowana jest analiza gtownych sktadowych (z ang. Principal Components
Analysis, PCA), ktora pozwala zredukowac liczbe parametréw do opisu zbioru danych przy
zachowaniu ich maksymalnej wariancji [25]. Najbardziej znanymi przyktadami
wytrenowanych modeli statystycznych sg SCAPE (z ang. Shape Completion and Animation of
People) [108], SMPL (z ang. Skinned Multi-Person Linear) [109], STAR (z ang. Sparse
Trained Articulated Regressor) [110], GHUM (z ang. Generative 3D Human Shape and
Articulated Pose Model) [111] oraz Adam [112]. llustracje statystycznych modeli SCAPE dla

najbardziej znaczgcych komponentow PCA zostaty zaprezentowane na Rysunku 2.5.

Rysunek 2.5 Przyktady wygenerowanych modeli SCAPE dla pierwszych czterech sktadowych
PCA w przestrzeni deformacji ksztaltu ciata (Zrodto rysunku: [108]).
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W ostatnich latach metody wykorzystujace glgbokie sieci neuronowe (z ang. Deep Neural
Network, DNN), a w szczegdlnosci ich konwolucyjny podtyp (z ang. Convolutional Neural
Network, CNN) pozwolity na zwigkszenie doktadnosci dopasowania estymowanego modelu
parametrycznego zwlaszcza w przypadku niepelnych czy malo licznych danych wejsciowych
[113]-[123]. Przyktadowa konwolucyjna sie¢ neuronowa BfSNet (z ang. Body from
Silhouette Network), wykorzystujaca do rekonstrukcji 3D obrazy sylwetek ciata i podstawowe
dane takie jak wzrost, zostata zaprezentowana na Rysunku 2.6 [121]. Techniki te szczegdlnie
dobrze sprawdzaja si¢ w przypadku rekonstrukcji cztowieka w ubraniu, gdzie podstawowe

dopasowanie szablonu siatki moze by¢ niewystarczajace [61].

Input Semantic  Segmentation Two-Channel
Images Segmentation Confidence CNN Inputs

Dense 3D Model

Concatenate
Flatten Layer Output

)
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(3
{
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Known Body Traits

Rysunek 2.6 Architektura sieci CNN BfSNet do rekonstrukcji 3D ciata na podstawie
zaszumionych obrazow sylwetek. Dane wejsciowe sieci obejmujq maski segmentacyjne,
a takze znane cechy, takie jak wzrost, waga czy pleé¢. Z kolei na dane wyjsciowe sktada sie
potozenie srodkow stawow, objetosé siatki trojkqgtow, pozycja szkieletu i parametry ksztattu
modelu SMPL (Zrédto rysunku: [121]).

Modele nieparametryczne

Zamiast skupia¢ si¢ tylko na optymalizacji parametrow siatki i pozy szkieletu wzgledem
obrazow, najnowsze badania obejmuja wykorzystanie wytrenowanych DNN na danych 3D
w roznej formie. Najczgséciej do ich uczenia stosowana jest reprezentacja w postaci chmur
punktow [124]-[129], wolumetrycznej [130]-[134] i funkcji uwiktanych [135]-[144].
Zastosowanie funkcji uwiktanych i ich neuronowych kombinacji to nowy trend, ktory
dynamicznie si¢ rozwija oraz zastuguje na szczeg6lng uwage. Dzigki nim mozliwy jest
wydajny sposob reprezentowania modeli 3D, poniewaz nie muszg przechowywaé w pamigci
wszystkich wokseli czy punktéw chmury [61]. Postgp w dziedzinie rekonstrukcji ciata na
podstawie jednego obrazu z wykorzystaniem funkcji uwiktanych zostal przedstawiony na
Rysunku 2.7.
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Rysunek 2.7 Rozwdj metod rekonstrukcji ciata z wykorzystaniem funkcji uwiktanych na
przetomie lat 2019-2023: PIFu (z ang. Pixel-aligned Implicit Function, 2019) [136], PIFuHD
(z ang. Pixel-aligned Implicit Function for High-Resolution 3D Human Digitization, 2020)
[137], PaMIR (z ang. Parametric Model-conditioned Implicit Representation, 2021) [145],
ICON (z ang. Implicit Clothed humans Obtained from Normals, 2022) [144], SIF (z ang.
Skeleton-aware Implicit Function, 2023) [141], GT (z ang. Ground Truth) — referencyjny
model SMPL (Zrédio rysunku: [141]).

W ostatnim czasie w literaturze naukowej pojawity si¢ rowniez metody NeRF (z ang. Neural
Radiance Fields) [95], [146]-[149]. Ich dziatanie polega na uczeniu si¢ reprezentacji scen 3D
na podstawie czgsciowych obserwacji z rzadkiego zestawu obrazéw 2D. Zaréwno funkcje
uwiktane, jaki i NeRF mogg zosta¢ wykorzystane do rekonstrukcji skomplikowanej geometrii
1 wygladu czlowieka. Jednakze metody NeRF dostarczaja wyniki w bardziej kompaktowej
formie, a ich kluczowa zaleta jest to, ze sa3 w stanie zredukowa¢ koszty przechowywania
zdyskretyzowanych siatek wokselowych podczas odtwarzania ztozonych scen w wysokiej
rozdzielczosci [61]. Cho¢ nie byly jeszcze stosowane bezposrednio do badan

antropometrycznych, to jest to zapewne tylko kwestig czasu i dojrzato$ci tych technik.
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2.3.3. Przygotowanie danych

Niezaleznie od =zastosowanej metody skanowania 3D dane pozyskane bezposrednio
Z sensor6w nie s3 wolne od nieprawidtowosci, ubytkow 1 niepozadanych obiektow tta. Ze
wzgledu na czynniki, takie jak przestonigcia, odbicia $wiatta od powierzchni czy kat
skanowania, pojawienie si¢ szumu jest nieuchronne i prowadzi do powstawania blednych
punktow odstajacych [150]. W kontekscie precyzyjnej antropometrii 3D kluczowe znaczenie
ma jako$¢ analizowanej chmury punktow, od ktorej zalezy pomyslny przebieg kolejnych
etapow procesu przetwarzania. W zwigzku z tym konieczne jest przeprowadzenie wstepnej
obrobki danych w celu poprawy odwzorowania geometrii powierzchni, a co za tym idzie
doktadnosci w kontekscie wymiarowania ciata. Ponadto dane wyjsciowe z poszczegdlnych
urzadzen skanujacych reprezentuja czesto jedynie wycinek przestrzeni 1 wymagaja taczenia
W calo$¢ z uwzglednieniem wzajemnego potozenia. Celem utatwienia dalszego przetwarzania
mozliwe jest rOwniez przeprowadzanie semantycznej segmentacji skanu w kolejnym kroku.

Glowne etapy wstepnego przetwarzania danych obejmuja zatem [4]:

e filtracje szumu,
e uzupetnienie brakow,
e orientacj¢ wzajemng chmur punktéw z poszczegolnych sensoroéw,

e segmentacje.
Filtracja szumu

Punkty odstajagce mozna podzieli¢ na nastepujgce kategorie ze wzgledu na ich polozenie
w przestrzeni: grupy pojedynczych punktow o niskiej gestosci; odizolowane Klastry, ktore
charakteryzuja si¢ wysoka gestoscig i sa istotnie oddalone od skanowanego obiektu oraz
punkty wmieszane, ktore sg blisko zeskanowanej powierzchni, co utrudnia ich rozréznienie

[151]. Powyzsze typy rozktadow szumu zaprezentowano na Rysunku 2.8.
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Rysunek 2.8 Przyktady rozktadéw szumu: ramka niebieska — odizolowane grupy punktow
0 duzej gestosci, ramka czerwona — pojedyncze, rzadkie grupy punktow, ramka zielona —
bledne punkty wymieszane z wlasciwymi na powierzchni (Zrodto rysunku: [151]).

Metody usuwania punktow odstajgcych mozna podzieli¢ na dwie gtowne grupy stosujace
[151]:

e analiz¢ cigglosci powierzchni [152]-[164] - przykladem moze by¢ analiza
statystyczna zaggszczenia punktow w otoczeniu [153] czy ich klasteryzacja [162],

e dopasowanie powierzchni [165]-[169] — np. anizotropowe wygtadzanie na podstawie
krzywizny $redniej Gaussa [165] czy dopasowanie ptaszczyzny wazong metoda

najmniejszych kwadratow [169].
Punkty odstajace mozna tez usuna¢ stosujac np. filtracje¢ spektralng [170].

Filtracja na podstawie analizy ciaggtosci zazwyczaj koncentruje si¢ na konkretnym rodzaju
szumu i nie ma zastosowania do innych typéw wartoSci odstajacych. Sprawdza si¢
w wykrywaniu pojedynczych punktéw i usuwaniu odizolowanych klastrow. Niestety ma tez
tendencje do btednej detekcji punktow na krawedziach, ktorych gestos¢ otoczenia lokalnie

spada. Ponadto nieprawidlowe punkty na powierzchni sa zwykle ignorowane. Dopiero
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zastosowanie metod opartych o dopasowanie powierzchni pozwala je usung¢ lub zredukowaé
ich wptyw poprzez wygladzenie geometrii. Jednakze algorytmy te wymagaja ciagtosci danych
by byty skuteczne [151].

Uzupelnianie ubytkow

Problem generowania zwartych, czyli pozbawionych dziur i nieciggtosci powierzchni modeli
3D, jest zazwyczaj rozwigzywany za pomocg algorytmoéw dopasowania siatki trojkatow [68].
Do najpopularniejszych metod tego typu mozna zaliczyé: rekonstrukcje Poissona na rzadkiej
chmurze punktow [171], wypelnianie otworéw w siatce trojkgtow przy uzyciu metody
najmniejszych kwadratow [172] oraz dyfuzj¢ wolumetryczng [173]. Modelowanie nieznanej

geometrii dziur jest rowniez mozliwe za pomocg powierzchni algebraicznych [174] lub

dopasowania ptatow Béziera do punktow sgsiadujacych z krawedzig ubytku powierzchni
(patrz Rysunek 2.9) [175].

Rysunek 2.9 Przyktad rekonstrukcji brakujgcej geometrii na chmurze punktow za pomocq
platow Béziera w obszarze pachy: a) widok od frontu, b) widok od gory z wnetrza skanu
(zrodto rysunku: [175]).

Zaprezentowane powyzej metody maja charakter uniwersalny 1 moga zosta¢ zastosowane do

dowolnej chmury punktow. Natomiast w przypadku uzupetniania dziur w skanach ciata

czlowieka mozliwe jest positkowanie si¢ wiedza o typie obiektu i dopasowanie modeli

parametrycznych opisanych szerzej w poprzednim podrozdziale 2.3.2. Wynikiem tego

procesu jest czysta i spojna topologicznie siatka trojkatow, ktora wypetnia dziury
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w oryginalnym, zaszumionym skanie 3D [25]. Przyktad rekonstrukcji niepetnej chmury
punkéw reki z wykorzystaniem metody IP-Net (z ang. Implicit Part Network) [140] taczacej
sieci neuronowe, funkcje uwiktane i modele parametryczne zostal zaprezentowany na
Rysunku 2.10.

Rysunek 2.10 Przyktad rekonstrukcji brakujgcej geometrii na chmurze punktow
z wykorzysteniem sieci IP-Net: a) chmura punktéow, b) dopasowany model parametryczny
(Zrodlo rysunku: [140]).

Orientacja wzajemna chmur punktow

Uzyskanie pelnej geometrii powierzchni ciala cztowieka wymaga przeprowadzania
skanowania z wielu pozycji dookota niego. W celu osiggnigcia jednolitej chmury punktow
Z r6znych zrodel, wszystkie czesciowe skany powinny zosta¢ polaczone w jednym uktadzie
odniesienia za pomocg procesu znanego jako orientacja wzajemna lub rejestracja (z ang.
registration) [176]. Dopasowywane do siebie skany powinny si¢ przynajmniej czgsciowo
pokrywa¢, aby byto to mozliwe [177], [178]. Rysunek 2.11 ponizej przedstawia wizualizacj¢

tego problemu.

W ogdélnosci dopasowanie powierzchni moze odbywac si¢ za pomocg wyznaczenia macierzy
transformacji afinicznej (z ang. rigid registration — rejestracja ciala sztywnego) lub
deformacji elastycznej (z ang. non-rigid registration — rejestracja ciata deformujgcego si¢)
[180]. W przypadku rejestracji ciata sztywnego wszystkie punkty ulegaja jednorodnej rotacji
i translacji, co wykorzystywane jest do orientacji wzajemnej ksztaltow statycznych.
Rejestracja ciala deformujacego si¢ z kolei uwzglednia znieksztalcenia powierzchni
wynikajace np. ze zmiany polozenia konczyn pomie¢dzy skanami wykonanymi w réznych

pozycjach [179].
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Rysunek 2.11 Przyktad orientacji wzajemnej dwoch czesciowych chmur punktow (Zrédto
rysunku: [179]).

W przypadku wielosensorowej akwizycji w statycznej pozie wykorzystuje si¢ algorytmy do
rejestracji ciata sztywnego, zaktadajac niewielkie ruchy osoby skanowanej w trakcie trwania
pomiaru. Proces orientacji wzajemnej czg¢sto bywa dzielony na dwa etapy: zgrubny i doktadny
[176], [181]. Do doktadnej rejestracji najczesciej uzywany jest optymalizacyjny algorytm ICP
(z ang. lterative Closest Point) [182] i jego warianty [183]-[187]. ICP wymaga dobrego
poczatkowego przyblizenia transformacji by méc zbiec do globalnego minimum. Jednakze
nawet w przypadku znacznego pokrycia si¢ wzajemnego skanéw zbiezno$¢ ta nie zawsze jest
zagwarantowana [188]. Dlatego na ogo6t dwie chmury punktow sa najpierw orientowane
wzajemnie w przyblizony sposob za pomoca zgrubnej, ale mniej doktadnej metody. Do
kategorii tych metod zalicza si¢ te oparte o wykrywanie cech charakterystycznych (z ang.
feature-based) [176]. Na podstawie wykrytych na ich podstawie korespondujacych ze sobg
par punktow pomigdzy skanami wyznaczana jest transformacja, najczgsciej metoda RANSAC

(z ang. Random Sample Consensus) [178], [189].

Techniki dopasowania ciala sztywnego mozna réwniez podzielic na tradycyjne

I wykorzystujace glgbokie uczenie [178], [190]. Do tradycyjnych zaliczaja si¢ nie tylko

wczesniej opisane techniki optymalizacyjne 1 wykrywania cech, ale tez i algorytmy korelacji
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wzajemnej czy operujace w dziedzinie czgstotliwosciowej [190]. Sieci DNN nie tylko
wspieraja wyszukiwanie cech charakterystycznych, ale tez i usuwanie wartosci odstajacych
z zestawu orientowanych wzajemnie punktow, co pozwala zwigkszy¢ dokladnosé
dopasowania [190].

Segmentacja

Typowy proces pozyskania danych antropometrycznych bezposrednio z chmury punktow
ciata cztowieka obejmuje jej podzial wzgledem podstawowych czesci ciata, co pozwala
upro$ci¢ dalsze przetwarzanie [64], [65]. Mozna wyrozni¢ trzy gltdéwne kategorie metod

segmentacji, ktore wykorzystuja [67]:

e analize przecig¢ i przekrojow 2D [191]-[197] — algorytmy tej grupy wykorzystuja
wiedze a priori o geometrii ksztattu cztowieka w zadanej statycznej pozie [197], a do
wyznaczania granic pomiedzy konturami segmentéw definiowanych z reguly
w miejscu krocza, pach i szyi [192]-[194] stosuja m.in. logike rozmyta [192], analize
krzywych [191], [195], [196] i dopasowanie ksztattu do przekrojow [191], [196],
[197] (patrz Rysunek 2.12),
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Rysunek 2.12 Segmentacja za pomocq przecigé i analizy ich przekrojow dla: a) glowy, b) rgk,
¢) nog oraz d) wynik segmentacji (Zrodto rysunku: [197]).

e topologi¢ i szkieletyzacje [198]-[210] — metody te polegaja na przeksztatceniu
reprezentacji chmury punktow w struktur¢ topologiczng Ww procesie tzw.
szkieletyzacji. Obejmujg m.in. algorytmy wyznaczania grafu Reeba [198] (patrz
Rysunek 2.13), klasteryzacji spektralnej [209] czy mapowania cech izometrycznych
[206]. Techniki topologiczne w porownaniu do metod analizy przekrojow sa bardziej

uniwersalne, gdyz nie sa ograniczone do jednej pozy [67],
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Rysunek 2.13 Segmentacja topologiczna z wykorzystaniem grafu Reeba: a) zbior poziomic
ksztattu ciala, b) graf Reeba, c) dyskretny graf Reeba, d) wizualizacja poziomic na podstawie
odleglosci geodezyjnej [211] na rzeczywistych danych, e) wyniki (opracowanie wfasne na
podstawie zrodfa: [201]).

e uczenie maszynowe [212]-[229] — r6znorodna grupa metod obejmujaca techniki, takie
jak losowe pola Markowa (z ang. Markov Random Fields, MRF) [213], losowe lasy
(zang. Random Forests, RF) [218] czy warianty sieci CNN wykorzystujace m.in.
globalng, bezszwowg parametryzacje dla ksztaltow sferycznych [221], opis
sparametryzowanego platu otoczenia za pomocg deskryptorow ksztattu [227] (patrz
Rysunek 2.14) lub kierunkowg sie¢ konwolucyjng (z ang. Directionally Convolutional
Network, DCN).

Techniki topologiczne w porownaniu do analizy przekrojow sg bardziej uniwersalne, gdyz nie
sg ograniczone do jednej pozy [67]. Z kolei sieci neuronowe do procesu uczenia wykorzystuja
duze zbiory danych zarowno rzeczywistych, jak i syntetycznych, co pozwala im osiggngé
wysokg doktadno$¢ i wydajnos¢ w roznorodnych zastosowaniach segmentacji chmury
punkow [67].

Nastepnym krokiem przetwarzania jest znalezienie punktow antropometrycznych na ciele
cztowieka bedacych podstawg do okreslenia jego rozmiarow i ksztattow. Nalezy jednakze
nadmieni¢, iz podej$cia antropometrii 3D wykorzystujace modele parametryczne do
rekonstrukcji geometrii 3D ciata nie wymagaja przeprowadzenia ani tego, ani kolejnego
etapu, poniewaz dla kazdego z wierzchotkéw dopasowanej siatki trojkatow znana jest jego
semantyka [109].
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Rysunek 2.14 Segmentacja za pomocq sieci CNN, gdzie dla kazdego wierzchotka wyznaczany
jest lokalny pfat na powierzchni, ktory nastepnie parametryzuje sie i rzutuje na siatke 2D.
Przypisane do siatki globalne i lokalne deskryptory, takie jak krzywizny Srednie czy Gaussa
[230], srednia odleglos¢ geodezyjna [211] | WKS (z ang. Wave Kernel Signature) [231]
stanowiq wejscie do sieci VGG16 [232], ktora dokonuje regresji etykiety semantycznej
(Zrodlo rysunku: [227]).

2.3.4. Detekcja punktéw antropometrycznych

Punkty antropometryczne sa jednym 2z najwazniejszych obszarow zainteresowania
W dziedzinie pomiaru cztowicka ze wzglgdu na bezposredni i istotny wptyw na jako$¢ oraz
wynik mierzenia [233]. W literaturze znane sa tez pod nazwa punktow orientacyjnych (z ang.
landmark) lub bardziej ogélnie charakterystycznych czy kluczowych, a przypisane jest do
nich potozenie i nazwa [234]. W antropometrii 3D definiowane s3 jako unikalne
i jednoznacznie okre$lone miejsca na powierzchni skory cztowieka lub wzgledem niej [27],
[235], ktorych uzywa si¢ do definiowania wymiarow ciata i anatomicznej zgodnosci

pomiedzy dwoma réznymi skanami ciata oraz charakteryzowania zarowno wielkosci, jak
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I ksztattu populacji ludzkich [233], [236]. W przypadku zastosowan w przemysle

odziezowym mozna je podzieli¢ na nastgpujace kategorie [27] w zaleznosci od przeznaczenia:

srodki stawow — miejsca polaczen i stawow konczyn oraz obszary, w ktérych ruch
powoduje zmiang pomiaru np. kolana i tokcie,

segmentacyjne — punkty podziatu ciata na regiony np. lewy lokie¢ dzielacy reke na
rami¢ i przedramig,

referencyjne — punkty podzialu obwodow (czes¢ lewa/prawa czy przednia/tylna), co
pomaga przenies¢ wymiary ciala na projekt odziezy 1 umozliwia lepsze zrozumienie

wymagan jej ksztaltowania

lub ze wzgledu na ich typologie:

szkieletowe — gltowne punkty okreslajace pozycje na ciele w odniesieniu do
znajdujacej si¢ pod spodem struktury szkieletowej np. kostka, siodmy kreg szyjny
(C7) czy tokieg,

tkanki migkkiej (mig$nie) — punkty na powierzchni ciata definiowane wzgledem
tkanki mig¢sniowej, takiej jak biceps, tydka i udo,

tkanki migkkiej (tkanka tluszczowa) — punkty na powierzchni ciata definiowane
wzgledem tkanki thuszczowej np. fatdy talii czy bruzdy posladkowej,

tkanki migkkiej (cecha powierzchni skory) — punkty wyrdzniajace si¢ na powierzchni,
takie jak sutek, pepek i oczy,

pochodne — punkty odniesienia wzglgdem innych punktéw np. tyt kolana na
wysokosci $srodka rzepki z przodu,

najwiekszego/najmniejszego obwodu — punkty definiowane na podstawie skrajnego
pomiaru w danym obszarze np. biodro jako najwigkszy obwdd dolnej czgséci tutowia
czy nadgarstek jako najmniejszy obwod przedramienia,

najwezsze/najszersze — punkty reprezentujace najwezszy/najszerszy punkt w danej
plaszczyznie, uzywane jako punkt posredni dla okreslenia pozycji talii czy bioder,
najwicksze] wypuklosci — punkty orientacyjne zdefiniowane jako najwigksza
wypuklo$¢ ciata lub $rodek obszaru o najwigkszej wypuktosci, takie jak biust
i posladki, maksymalny obwdd brzucha i wystajace topatki,

najwyzsze/najnizsze — skrajne punkty ptaszczyznie poprzecznej np. podeszwa stopy

czy wierzchotek glowy,
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e zdefiniowane przez produkt — punkty dedykowane dla danego projektu odziezy np.

paska do spodni, ramigczek czy ksztaltow miseczek stanika.

Doktadne wyznaczenie punktow antropometrycznych tylko na podstawie powierzchni bywa

niemozliwe bez palpacyjnego badania podskornych struktur kostnych [233]. Ponadto ich

potozenie w przestrzeni ulega znaczacej zmianie nawet przy niewielkim ruchu ciala, co

wymaga utrzymania statycznej sylwetki podczas pomiaréw [27]. Typowe pozycje dla

skanowania 3D zostaly zdefiniowane w normie ISO 20685 [32]. Najczesciej rekomendowana

jest postawa A, w ktorej ramiona sg odwodzone od tutowia pod katem 20°, a odleglosé

miedzy osiami obu stop wynosi 20 cm, gdyz jest relatywnie bliska postury anatomicznej,

ktora moze by¢ traktowana jako podstawowa postawa do analizy anatomii i ruchu [27], [32].

Pozycja ta zapewnia lepsza widocznos¢ dla sensorow pomiarowych, a co za tym idzie

bardziej kompletny skan 3D niz tradycyjna, w pelni wyprostowana sylwetka [21]. Przyktady

punktow orientacyjnych w pozycji A zaprezentowano na Rysunku 2.15.
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Rysunek 2.15 Zestawienie antropometrycznych punktow orientacyjnych 3D do zastosowan
W branzy tekstylnej wraz z przykladowymi wykrojami odziezy (Zrodto rysunku: [27]).

38



Punkty antropometryczne na podstawie danych 3D mozna wyznaczaé regcznie,
poétautomatycznie za pomocg znacznikéw lub w pelni automatycznie [25]. Podobnie jak
w przypadku tradycyjnego okreslania potozenia za pomoca dotyku, manualne wybieranie
punktow na skanie jest zmudnym zadaniem i podatnym na subiektywno$¢ operatora oraz
btedy zwigzane z czynnikiem ludzkim [237], [238]. CzgSciowa automatyzacja procesu moze
obejmowaé wybor lokalizacji do przymocowania znacznikoéw, ich wykrycie na skanie czy
przyporzadkowanie etykiety [21]. Znaczniki mogg by¢ zaré6wno pasywne (najczescie]
retrorefleksyjne), jak i aktywne, czyli emitujgce $wiatto, co utatwia ich wykrywanie [239]. Ich

detekcja bywa tez upraszczana za pomocg wykorzystania kodowania kolorem [65].

Algorytmy automatycznej detekcji punktow orientacyjnych na chmurze punktow ciata zwykle
opierajg si¢ na trzech rodzajach informacji: wiedzy a priori, informacji 0 geometrii i cechach
powierzchni oraz dopasowaniu szablonoéw [4]. W pierwszym z tych podejs¢ ogolne cechy
charakterystyczne ciata cztowieka ujete sa w postaci zasad, ktore okreslajg relacje pomigdzy
punktami. Przyktadem moze by¢ reguta ,roznica w osi Z pomigdzy lewym i prawym
wyrostkiem barkowym nie powinna przekroczy¢ 38 mm”, ktora pozwala na odroznienie tego
punktu od pachy [236]. Do predefiniowanych relacji pomigdzy ksztattami powierzchni czesci
ciala mozliwe jest rOwniez zastosowanie logiki rozmytej [192]. Kolejna grupa metod
wykorzystuje informacje o wtasciwosciach wyrdzniajacych dany punkt na ciele. Kategoria ta
obejmuje m.in.: analize cech powierzchni (np. krzywizne gaussowska, indeks ksztattu) [240],
[241], analize konturow sylwetki, wyznaczanie minimalnego obwodu, detekcje w skali
szarosci czy wykreséw konturowych ciata cztowieka [64], [238]. Powyzsze dwie grupy metod
mozna tez zbiorczo okresli¢ jako systemy eksperckie [242]. Niestety ich heurystyki bywaja
zawodne i s3 w duzym stopniu zalezne od jakosci danych [243]. Ostatnia kategoria obejmuje
bardziej uniwersalne [4] dopasowanie modeli opisanych za pomocg szablonéw [244], [245]
czy parametrycznych funkcji ksztattu [8] na podstawie stopnia ich podobiefistwa. Porownanie
szeSciu automatycznych metod do nauki i przewidywania lokalizacji punktow
antropometrycznych na podstawie deskryptorow ksztattu, takich jak Sl (z ang. Spin Image)
[246] czy HKS (z ang. Heat Kernel Signature) [247] oraz dopasowania zdeformowanych
powierzchni zostatlo przedstawione w artykule [248]. Przyklad algorytmu tego typu
wykorzystujacy deskryptor Sl i graf wzajemnego ulozenia punktow w przestrzeni zostat
przedstawiony na Rysunku 2.16. W przypadku grupy tych metod doktadno$¢ wyznaczenia
punktow orientacyjnych zalezy bezposrednio od doktadnosci dopasowania szablonu. W celu

zniwelowania nieizometrycznej roznicy z zestawu danych treningowych wybierany jest
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model najbardziej zblizony do docelowego [224]. Postep w dziedzinie dopasowania ksztattow
w ostatnich latach [249]-[251] moze si¢ przyczyni¢ do dalszego zwigkszenia doktadnosci

wyznaczania punktow orientacyjnych tymi metodami.

a) b) c)

@

®)

©

/‘.

Rysunek 2.16 Metoda automatycznej detekcji punktow antropometrycznych na podstawie ich
charakterystyki oraz wzajemnego utozenia w przestrzeni z wykorzystaniem losowych pol
Markowa: a) obraz deskryptora Sl ((a) wklestos¢ pomiedzy koscig czolowg i nosowq,

(b) srodek brodawki piersiowej, (C) nadkiykie¢ boczny kosci udowej), b) model grafowy sieci
Markowa, ¢) poréwnanie wynikéw metody z referencyjnymi markerami wyznaczonymi
w badaniu CAESAR (czerwony — referencja, zielony — prezentowana metoda) (opracowanie
wlasne na podstawie zrédta: [252]).

Nowoczesne metody wykrywania punktow antropometrycznych za pomocg uczenia
maszynowego wykorzystuja ponadto m.in. regresje za pomocg losowych lasow [253] czy

algorytmu AdaBoost (z ang. Adaptive Boosting) [234], a takze techniki giebokiego uczenia
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[254]-[259]. Przyktadem ich zastosowania jest uzycie potrdjnej sieci CNN do wytrenowania
deskryptorow potrafigcych rozrozni¢ punkty orientacyjne, co pozwolito poprawi¢ doktadnosé
ich identyfikacji, ale nie lokalizacji [254]. Detekcja punktéw za pomocg konwolucyjnych
sieci neuronowych jest tez mozliwa w przestrzeni 2D na podstawie map glebi i rzutow map
krzywizny oraz oswietlenia modelu ciata 3D na plaszczyzne [255], [256]. Pozwala to na
zredukowanie wplywu niedoskonato$ci modeli 3D, takich jak szum czy ubytki. Niemniej
jednak na skutecznos¢ tych metod nadal wptyw ma poza przyjeta przez osobe skanowana, od
ktorej zalezy wyglad wygenerowanych rzutow. Uniezaleznienie od postawy mozliwe jest np.
poprzez wstgpne wyrdéwnanie segmentow modelu ciata, co zostalo zastosowane m.in.
W metodzie z regresjag AdaBoost [234]. Schemat dziatania tej techniki zaprezentowany zostat

na Rysunku 2.17.

” Y
> a )
C \ !
) H
W 3 Wl\S “ AdaBoost
\( \ regression |
Y \! > \ ? ' ad
-
k H % i |
: l i| The normal ‘j -»,«& ‘ : v \)‘
’ A test model ‘ I Segments I ’ Shape alignment ‘ \ector /)\ \ Regression results ] : ’ Landmarks ]

Rysunek 2.17 Schemat metody automatycznej detekcji punktow antropometrycznych za
pomocq regresji AdaBoost Z Wykorzystaniem zestawu deskryptorow ksztaftow, takich jak
PHDS (z ang. Part Heat Diffusion Signature) [234], WKS czy wektory normalne (Zrédto

rysunku: [234]).

Oszacowanie wymiaré6w ciata mozliwe jest nie tylko na podstawie punktow
antropometrycznych 3D, ale i 2D (patrz podrozdziat 2.3.5 nizej). W tym celu mozna je
wyznaczaé¢ np. za pomocg analizy konturow sylwetek w przestrzeni 2D [260]-[264]. Ponadto
warto zaznaczyC, ze uogolniona detekcja punktow orientacyjnych jest istotna nie tylko
w kontekscie definicji miejsc pomiarowych na ciele cztowieka, ale rowniez w przypadku
wczesniej omawianej orientacji wzajemnej chmur punktow [4] (patrz podrozdziat 2.3.3
wyzej), a takze w procesie estymacji pozy. Wynikiem tej ostatniej jest szkielet stworzony na
podstawie punktow odpowiadajacych srodkom stawow [265]-[270]. Przykitady detekcji

punktow w przestrzeni 2D zaprezentowano na Rysunku 2.18.
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Rysunek 2.18 Przyktady wykorzystania danych 2D do detekcji: @) punktow orientacyjnych na
podstawie analizy krzywej konturu sylwetki, b) srodkéw stawow — u gory bezposrednio
w przestrzeni 2D za pomocq sieci CNN, u dofu posrednio w 3D na podstawie przeciec¢
promieni kamer z wielu widokow przechodzqcych przez wyznaczone przez sie¢ punkty (Zrodta
rysunkow: a) [260], b) [265]).

2.3.5. Wymiarowanie

Pomiar ciata obejmuje wyznaczanie nie tylko bezposrednich i proporcjonalnych dlugosci,
szerokosci, glebokosci i wysokosci, ale takze obwodow i tukéw krzywych [25], [271].
W odréznieniu od tradycyjnych metod wykorzystanie skanéw 3D pozwala dodatkowo na
pomiar powierzchni i objgtosci ciata wprost [272], co z kolei umozliwia np. posrednia
estymacje¢ masy [78]. Nowoczesne techniki antropometryczne operuja gtownie na danych 3D
w postaci chmur punktow lub siatek trojkatow i obrazach 2D z wykrytymi na nich punktami
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orientacyjnymi oraz sylwetkami. Poza nimi istniejg rowniez metody statystyczne, ktére na
podstawie ograniczonego zestawu podstawowych danych 1D, takich jak wzrost, waga czy

pte¢, umozliwiajg predykcje¢ pozostatych parametréw ciata [83], [105].

Wymiary czlowieka mozna wyznaczy¢ bezposrednio na podstawie geometrii skanow 3D lub
posrednio za pomocg metod uczenia maszynowego obejmujacych statystyczne modele
parametryczne czy glebokie uczenie. Dopasowywana siatka trojkatow moze by¢ zaré6wno
sparametryzowana, co utatwia proces, gdyz topologia wierzchotkow zostaje zachowana, jak
i deformowana swobodnie, co pozwala osiagna¢ lepsza doktadno$¢ odwzorowania

powierzchni, ale tracona jest semantyka jej wierzchotkow.
Pomiary bezposrednie na danych 3D

Pomiary tego typu oparte sg o wczesniej wyznaczone punkty antropometryczne. Zazwyczaj
dokonywane sg bezposrednio na chmurach punktow lub siatce trojkatow zrekonstruowanej na
ich podstawie na etapie przygotowania danych (patrz podrozdziat 2.3.3 wyzej, sekcja
uzupehianie ubytkow). Wymiary ciata pomiedzy punktami antropometrycznymi wyznaczane
sg w postaci linii prostej lub wzdluz konturéw ciata [27]. Pomiary odleglosci mogg by¢
jednego z trzech typow: euklidesowe, geodezyjne i obwodowe. Odlegtos¢ euklidesowa lub
geodezyjng mozna tatwo wyznaczy¢ na podstawie dwoch punktow chmury lub wierzchotkow
siatki modelu [81]. Z kolei obwody i ich fragmenty mozna obliczy¢ za pomoca metody
wykorzystujacej otoczke wypukta, ktora przybliza zachowanie tasmy mierniczej [65], [238],
[271]. Dane do analizy obwodu uzyskuje si¢ poprzez przeciecie chmury punktow prostopadta
do mierzonej czgséci ciata ptaszczyzng w miejscu danego punktu antropometrycznego [25].
Warto$¢ obwodu aproksymowana jest z reguty jako suma dlugosci bokéw wielokata otoczki
punktoéw, ktore znajduja si¢ wokol okreslonej odleglosci od plaszezyzny 1 s3 na nig
zrzutowane. W przypadku rzadkiej i zaszumionej chmury mozliwe jest tez zastosowanie
dodatkowej aproksymacji np. krzywymi B-sklejanymi [271]. Schemat procesu wyznaczania
otoczki wypuktej zarowno jako obwodu, jak i tuku krzywej pomiarowej zostal przedstawiony

na Rysunku 2.19.
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Rysunek 2.19 Schemat aproksymacji wymiarow wirtualng tasmg mierniczg w formie otoczki
wypuktej dla: a) obwodu, b) tuku krzywej wzdtuz konturu ciata (Zrédta rysunkow: a) [25],
b) [271]).

Pomiary na podstawie modeli parametrycznych

W dziedzinie antropometrii cyfrowej szczegdlnym zainteresowaniem ciesza si¢ techniki
dopasowania modeli parametrycznych do skanow 3D [273]-[275], zdje¢ sylwetek 2D [121],
[122], [276] oraz wymiarow czy opisow 1D [78], [79], [84] (patrz podrozdziat 2.3.2 wyzej,
sekcja modele parametryczne). O ile dane 3D pozyskiwane sg z reguly ze skalibrowanych
skanerow 3D, o tyle w przypadku innych podejs¢ wystepuje problem braku skali.
W przypadku gdy nie jest dostgpna informacja o parametrach wewnetrznych i zewnetrznych
kamer, kalibracje metryczng najczesciej opiera si¢ o dodatkowe informacje wejsciowe, takie
jak np. wzrost. Tak jak wcze$niej wspomniano, w przypadku zastosowania modeli
parametrycznych wyznaczenie linii wymiarowania jest ulatwione dzigki znanej topologii
dopasowywanej siatki. Jednakze o ile potozenie niezaleznych punktow orientacyjnych po
deformacji mozna uzna¢ za poprawne, 0 tyle przebieg referencyjnej sciezki pomiarowej

w przypadku obwodoéw czesto odbiega od oczekiwanego [277].

Do obliczenia wyniku pomiaru wykorzystuje si¢ z reguly jedno z trzech podejsc:
predefiniowane $ciezki sktadajace si¢ z zestawu Kkolejnych wierzchotkow [273], odlegtosci

geodezyjne przechodzace przez ustalone punkty orientacyjne [115], [122], [278] oraz
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dopasowanie ptaszczyzny do zdeformowanych wierzchotkow S$ciezki [82], [277], [279].
W pierwszej metodzie sumowane sg dlugosci krawedzi pomigdzy referencyjnymi
wierzchotkami. Jednakze, ze wzgledu na elastyczny sposob dopasowywania modelu, pozycje
wierzchotkéw mogg by¢ na tyle silnie zdeformowane, ze zawczasu zdefiniowana linia
pomiarowa nie odpowiada juz najkrétszej $ciezce, naturalnej dla tradycyjnej antropometrii.
Drugie podejscie opiera si¢ o szereg punktéw orientacyjnych wzdluz obwodu, pomiedzy
ktorymi wyznaczane sg najkrotsze odlegltosci. Niemniej jednak same punkty orientacyjne sa
nadal narazone na zbyt duze deformacje, analogicznie do poprzedniego podejscia [82].
Ostatnia grupa technik umozliwia doktadniejszy transfer linii pomiarowej poprzez
zastosowanie dodatkowego etapu przetwarzania, obejmujacego dopasowanie ptaszczyzny do
zdeformowanych wierzchotkéw obwodu. W tym wypadku punkty nowej Sciezki pomiarowe;j
pozyskiwane sg w wyniku przecigcia ptaszczyzny z siatkg trojkatow [82], [279] lub chmurg
punktow skanu, na podstawie ktorej model byl aproksymowany [277]. Ostateczny wymiar
antropometryczny moze by¢ przyblizany nie tylko jako suma dlugosci krawedzi siatki
trojkatow przynaleznych do obwodu, ale rowniez za pomocg otoczki wypuklej [279],
analogicznie do wyzej opisanych pomiaréw bezposrednich. llustracja problemu
zdeformowanego szablonu $ciezki pomiarowej i propozycja jego rozwigzania przedstawiona

jest na Rysunku 2.20.

Rysunek 2.20 Przenoszenie pomiaru talii z referencyjnego szablonu do zdeformowanego:
a) predefiniowana linia pomiarowa na szablonie, b) znieksztalcona linia pomiarowa po
deformacji modelu, c) dopasowanie pfaszczyzny pomiaru do zdeformowanych punktow linii

I wyznaczenie nowej sciezki wymiarowania na podstawie jej przeciecia z modelem (Zrodto
rysunkow: a, b, ) [279]).

Konkretny wymiar antropometryczny na podstawie modelu parametrycznego mozna
wyznaczy¢ nie tylko na podstawie analizy jednej predefiniowanej $ciezki pomiarowej jak

opisano wyzej, ale takze poprzez regresj¢ zbioru jej okolicznych alternatywnych wariantow
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przebiegu [273]. Okreslenie wymiardw, z pomini¢ciem etapu optymalizacji i transferu linii

pomiarowej, jest takze osiggalne za pomoca technik glebokiego uczenia maszynowego [275].
Pomiary bezposrednie na podstawie cech obrazéw 2D

W ostatnich latach dane antropometryczne na podstawie zdje¢ sylwetki cztowieka
pozyskiwane s3 najczesciej w sposob posredni na podstawie dopasowanego modelu
parametrycznego. Niemniej jednak wymiary ciala cztowieka moga by¢ rowniez okres$lone
tylko na podstawie cech obrazu 2D, z pominigciem rekonstrukcji 3D [261]-[264], [280].
Proste dlugosci liniowe mozna wyznaczy¢ bezposrednio jako odleglosci miedzy punktami
antropometrycznymi na konturze sylwetki w widoku od frontu czy boku. W kolejnym etapie
moga by¢ wykorzystywane do uzyskania dwdch rodzajow wymiarow wtornych, tj. proporcji
i obwodow. Nieliniowe obwody przyblizane sg z reguly za pomoca okregow lub elips,
ktorych osie okreslane sg na podstawie odcinkéw pomiedzy punktami konturéw. Rysunek
2.21 przedstawia przyktad liczenia wybranych dlugosci liniowych oraz obwodu talii jako

sumy dwoch potdéwek elips na podstawie analizy obrysoéw ciata [263].

a) b) c)
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Rysunek 2.21 Wymiary antropometryczne na podstawie punktow konturu sylwetki:
a) bezposrednie liniowe na podstawie widoku od frontu, b) pomocnicze liniowe na podstawie
widoku od boku jako czes¢ procesu szacowania wartosci obwodu, ¢) pochodny obwodowy na
podstawie przyblizenia dwoch potowek elipsy (opracowanie wiasne na podstawie Zrédla:

[263]).
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Estymacja wymiarow za pomocg uczenia maszynowego

Stosunkowo nowym podej$ciem, ktore dotychczas zaskakujaco rzadko bylo podejmowane
przez badaczy, jest zastosowanie uczenia maszynowego do Szacowania wymiardw
bezposrednio z danych wejsciowych 2D [82], [103] i 3D [105] z pomini¢ciem etapu
dopasowania modelu. Eliminacja tej czgsci procesu pozwala ograniczy¢é wptyw dodatkowych
btedow zwigzanych z pomiarem na dopasowanej siatce trojkatéw. Przykladowy schemat
procesu wyznaczania wymiardw antropometrycznych na podstawie zdje¢ sylwetek

z pominigciem posredniej rekonstrukcji modelu 3D przedstawiony jest na Rysunku 2.22.
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Rysunek 2.22 Kolejne etapy procesu wyznaczania wymiarow antropometrycznych na
podstawie zdjeé sylwetek z pominigciem posredniej rekonstrukcji modelu 3D: a) ekstrakcja
cech obrazu 2D z wykorzystaniem sieci CNN, b) wielowarstwowa sie¢ neuronowa majgca na
wejsciu Wektor cech obrazow, a na wyjsciu szacowane wymiary, c) opcjonalna rekonstrukcja
geometrii na podstawie estymowanych wymiaréw z wykorzystaniem PCA (Zrédto rysunku:

[82]).

2.4. Nowoczesne systemy antropometryczne dostepne na rynku
2.4.1. Systemy 3D

Rynek obrazowania 3D rozwija si¢ bardzo dynamicznie i ma wzrosna¢ z 3,7 miliarda w 2020
roku do ok. 16,7 miliardow dolaré6w amerykanskich w 2030 roku [112]. Jego wycinek
obejmuje skanery 3D ciata cztowieka, ktorych ceny wahaja si¢ $rednio od ok. 1,4 tysiaca,
w przypadku najtanszego rozwigzania do uzytku domowego Naked [281], do 250 tysigcy
dolaréw amerykanskich za studio wolumetryczne Mantis Vision 3iosk [282], [283]. Do

najpopularniejszych skaneréw antropometrycznych na rynku mozna zaliczy¢ produkty, takie
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jak Fit3D Proscanner [284], Size Stream SS20 [285], Styku S100 [286], Vitronic Vitus
Bodyscan [31], [TC]? TC2-19M [287], Texel Portal BX [288], Twindom Twinstant Mobile
v3 [289], Botspot Botscan Neo [290], TG3D Studio Scanatic [291] czy Artec Leo [292].
Oprocz zastosowania, skanery te roznig si¢ miedzy soba m.in. technologia akwizycji chmury
punktow, liczba sensordw, czasem przetwarzania czy typem konstrukcji (np. kabiny
Z zamontowanymi na stale czujnikami, obrotowe podesty dla ciata lub czujnikéw oraz
skanery reczne). Na Rysunku 2.23 przedstawiono przyktady komercyjnych rozwigzan dla
réznych metod pomiarowych (patrz podrozdziat 2.3.2 wyzej) i form wykonywania pomiaru.
Bardziej szczegétowe zestawienie i poréwnanie parametrow systemow skanowania ciala
mozna znalez¢ m.in. w zatgczniku A opracowania [25] czy aktualnym katalogu internetowym
Aniwaa [283].

W dziedzinie analizy powierzchni ciata cztowieka mozna zaobserwowac¢ dwa glowne trendy
pozyskiwania danych 3D. Pierwszy z nich, z pomocg stacjonarnych skaneréw, zaspokaja
potrzebe wysokiej jakosci statycznych skandéw, ktore sg nieodzowne w przypadku
przeprowadzania zaawansowanych badan antropometrycznych spoteczefistw 1 do
pozyskiwania referencyjnych zbioréw danych. Podejscie to zastosowano m.in. w projektach
CAESAR [104], SIZE-UK [293], Scan DB [294] czy FAUST [295]. Wysoka cena i brak
mobilnosci systemow stacjonarnych jest rekompensowana przez krotszy czas skanowania
i bardziej przewidywalne wyniki [25]. Drugi nurt w dziedzinie skanowania skierowany jest na
tworzenie ekonomicznych, mobilnych i przyjaznych dla uzytkownika rozwigzan,
przeznaczonych do stosowania w domu lub w sklepie [21], [25]. Do rozwigzan przenosnych
naleza skanery z platformg obrotowa oraz manualne. Te pierwsze pojawily si¢ na rynku
wczesniej, jako tansza alternatywa dla skomplikowanych, wielosensorowych systeméw. Czas
skanowania w ich przypadku wynosi z reguty ok. 30-40 sekund [284], [286], [288] przez co
trudno o utrzymanie stabilnej pozycji w trakcie pomiaru, co ma wptyw na jego dokltadnosc¢.
Skanery reczne z kolei sg stosunkowo od niedawna na rynku, a ich zastosowania
w antropometrii ograniczone z powodu jeszcze dtuzszego czasu potrzebnego na pomiar, ktory
liczony jest w minutach [25]. Niemniej jednak sg rozwigzaniem znacznie tanszym i duzo
bardziej mobilnym, ktoére nadal moze by¢ z sukcesem wykorzystane do przeprowadzenia
badan antropometrycznych [77], [296], [297]. Ich zaleta jest tez mozliwo$¢ petniejszego
pomiaru przestonietych miejsc na ciele [21]. Decyzja o najbardziej odpowiednim sprzecie

zalezy zatem od unikalnych wymagan projektu antropometrycznego [4].
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Rysunek 2.23 Przyktady komercyjnych skanerow 3D ciata cztowieka dla réznych metod
pomiarowych i form przeprowadzania pomiaru: a) Vitus Bodyscan — triangulacja laserowa,
skanowanie ruchomgq poziomq wiqzkq lasera w stacjonarnej kabinie, b) Styku S100 — czas
przelotu wigzki swiatla podczerwonego, mobilny stolik obrotowy, ¢) Botspot Botscan Neo —
fotogrametria, pomiar symultaniczny ze wszystkich kamer zamontowanych statycznie
w stacjonarnej kabinie, d) Artec Leo — swiatlo strukturalne, mobilny pomiar reczny (Zrédita

rysunkow: a) [31], b) [286], c) [290], d) [292]).

Do wigkszosci wyzej wymienionych systemow pomiarowych dostarczane jest dedykowane

oprogramowanie do przeprowadzania analizy antropometrycznej rozwijane przez producenta

lub podmiot z nim bezposrednio zwigzany (m.in. w przypadku Size Stream, Styku czy

Vitronic). Jednakze nie jest to regulg i na rynku dostepne sg rowniez skanery 3D ciala
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czlowieka ogélnego przeznaczenia takie jak Botspot Botscan Neo. W takim przypadku
mozliwe jest wykorzystanie uniwersalnego oprogramowania jakim jest 3D Measure Up [298].
W jednym i drugim przypadku dostarczane programy komputerowe lub zdalne ustugi
obliczeniowe to zamknigte rozwigzania. Na rynku brakuje rozwigzan otwartych, ktore
moglyby zosta¢ wykorzystane do ujednolicenia i standaryzacji systemow [27], [207], a takze
utatwityby weryfikacje algorytméw pomiarowych oraz poréwnywanie ich pomiedzy soba.
Przyktadem niejasnosci i niespojnosci jest sposob wyznaczenia punktow antropometrycznych
na ciele, gdyz roézne aplikacje potrafig zwroci¢ nieidentyczne wyniki dla tych samych danych
[244]. Przyktad komercyjnego oprogramowania do wyznaczania wymiaréw ciala cztowieka

na podstawie skanow 3D zostat przedstawiony na Rysunku 2.24.
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Rysunek 2.24 Przyktad komercyjnego oprogramowania do wyznaczania wymiaréw ciata
Avalution Anthroscan (przed zmiang marki szerzej znane W literaturze jako Human Solutions
Anthroscan, aplikacja dedykowana skanerom Vitronic; zrédto rysunku: [299]).

2.4.2. Systemy 4D

Zastosowania technologii 4D do skanowania i $ledzenia ruchu cztowieka nie ograniczajg si¢
jedynie do gier, efektow specjalnych [300] czy diagnostyki medycznej [24], ale obejmuja
rowniez antropometri¢ [98], [301], [302]. Rozmiar i ksztalt ludzkiego ciata zmienia si¢
istotnie w trakcie ruchu, co ma wpltyw na dopasowanie ubran, ich komfort noszenia

I ergonomig [21].
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Do $ledzenia potozenia i pozy cztowieka W czasie uzywane sg gtownie systemy MoCap
(z ang. Motion Capture — przechwytywanie ruchu) [300]. W nowoczesnej antropometrii
stosowane sg z reguly w sposob posredni do lokalizacji punktow na ciele takich jak np. srodki
stawow, a dane zdobyte za ich posrednictwem odgrywaja wazng role W procesie uczenia
modeli estymujacych potozenie szkieletu [25]. Niemniej jednak petna i doktadna analiza
antropometryczna 4D wymaga pozyskania danych o calej powierzchni czlowieka.
Wykorzystuje si¢ do tego zazwyczaj wielosensorowe stacjonarne systemy i metody
pomiarowe, takie jak fotogrametria czy $wiatlo strukturalne [21]. Technologie
wysokorozdzielczego skanowania 4D sa rozwijane m.in. przez firmy, takie jak Mnemosis
[303], 3dMD [304], Microsoft [305], Volucap [306], Human Engine [307] czy IBV [308].
Przyktady komercyjnych skanerow 4D calego ciata wraz z informacja o zastosowanej

technice pomiarowej zaprezentowano na Rysunku 2.25.
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Rysunek 2.25 Przyktady komercyjnych skanerow 4D ciala cztowieka i zastosowane metody
pomiarowe: a) 3dMDbody — fotogrametria, b) Move 4D — fotogrametria, ¢) Mnemosis —
fotogrametria, SL, SfS (Zrddta rysunkow: a) [304], b) [308], c) [303]).
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Dzigki skanerom tego typu mozliwe jest m.in. $ledzenie ruchu tkanki migkkiej [98] czy
przeprowadzenie pomiaréw funkcjonalnych [21]. Wigkszos¢ dotychczasowych badan
w antropometrii dynamicznej polegata jednak na wykorzystaniu stacjonarnych skanerow 3D
I przyjmowaniu przez osob¢ mierzong Skrajnych péz [21], [301], [309], co zostato
zilustrowane na Rysunku 2.26 Wptywal na to brak dostepnosci rozwigzan o wysokiej
czestotliwosci akwizycji, zbyt mata objetos¢ skanowania lub duzy koszt. Ich przyktadowe

rezultaty zostaly przedstawione na Rysunku 2.27.
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Rysunek 2.26 Pomiary funkcjonalne obwodu talii dla skrajnych pozycji ciata: rekonstrukcja
3D (z lewej), przekroje poprzeczne (z prawej) (zrédio rysunku: [309]).
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Rysunek 2.27 Dynamiczny pomiar szerokosci plecow (u gory) i obwodu talii (na dole)
W czasie z wykorzystaniem systemu Move 4D (Zrodlo rysunku: [301]).

2.4.3. Aplikacje mobilne

Dzig¢ki telefonom komérkowym technologia skanowania 3D staje si¢ coraz tatwiej dostgpna
dla szerokiego grona osob [21], [25]. Na rynku dostepne sg rozwigzania takie jak Scandy Pro,
ktore do rekonstrukcji 3D wykorzystujag wbudowane czujniki LIDAR w produktach iPhone
czy iPad firmy Apple [310]. Z kolei urzadzenia pozbawione wbudowanych sensoréw glebi
moga by¢ podiaczone do ich zewngtrznych odpowiednikéw. Przykladowo za pomoca
aplikacji itSeez3D mozliwe jest przeprowadzanie skanowania ciala z wykorzystaniem
czujnikow Structure Sensor czy Intel RealSense [311]. Niemniej jednak wigkszos¢
istniejacych aplikacji mobilnych do pomiaru cztowieka wykorzystuje pojedyncza kamere
telefonu. Na podstawie podanych przez uzytkownika danych, takich jak wzrost, waga czy
pte¢, oraz najczeséciej jednego lub dwoch zdje¢ sylwetki mozliwe jest wygenerowanie
statystycznego modelu 3D i obliczanie wymiarow ciata na jego podstawie. Powyzsze techniki
pomiaru ciala z wykorzystaniem uczenia maszynowego i modeli parametrycznych zostaty
doktadniej opisane w podrozdziale 2.3.5. Aplikacje mobilne, ktore dzigki tej technologii
upraszczaja dobor rozmiaru ubrania, umozliwiaja zamoéwienie odziezy szytej na miar¢ czy

pozwalaja na Sledzenie postgpéw ¢wiczen to m.in. Sizer [312], Nettelo [313], MTailor [314],
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3D Avatar Body [315], Zalando Meepl [316], MirrorSize [317], MeThreeSixty czy Formcut
3D [285]. Ich przyktady wraz z zastosowaniami zostaty przedstawione na Rysunku 2.28.
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Rysunek 2.28 Przyktady mobilnych aplikacji do pomiaru ciata wraz z zastosowaniami:
a) MeThreeSixty — sledzenie postepow éwiczen, b) Formcut 3D — odziez szyta na miare, ¢) 3D
Avatar Body — ogdlnego przeznaczenia (Zrédta rysunkéw: a, b) [285], ¢) [315]).

2.4.4. Bazy danych antropometrycznych i1 narzedzia do ich analizy

Gromadzenie i analiza danych antropometrycznych dostarcza podstawowych informacji na
temat r6znic w cechach fizycznych pomigdzy réznymi grupami ludzi [4]. Jeszcze przed
koncem XX wieku dane te byly rzadkie i przede wszystkim liniowe. Udostgpniano je
w formie wykresow i tabel rozmiarow, ktore kategoryzowaly pomiary ciata populacji
z roznych krajow. Nadejscie technologii skanowania 3D ciata 1 rosnace zapotrzebowanie
klientbw na lepiej dopasowane produkty spowodowato wzrost zainteresowania szeroko
zakrojonymi badaniami antropometrycznymi ze strony prywatnych firm i rzadow. W efekcie
przemyst odziezowy dysponuje danymi w relatywnie nowych dla niego formatach 2D i 3D,
takich jak skany ciata 3D, obrazy z wielu perspektyw, kontury ciata itp. WWobec tej obfitosci

I roznorodnosci danych zwigkszyla si¢ potrzeba skutecznej analizy i zarzgdzania danymi [21].
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Dane antropometryczne mozna kupi¢ online z réznych zrédet m.in. za pomoca konsorcjum
WEAR (z ang. World Engineering Anthropometry Resource), ktére udostepnia dostgp do
prawie 200 zestawow danych antropometrycznych z 20 krajéow [318] czy poprzez witryng
iSize firmy Avalution [319], ktéra jest jednym z najwigkszych producentow
antropometrycznych skanerow 3D. Na rynku istnieje rowniez darmowe oprogramowanie,
ktore pozwala na pobranie baz danych antropometrycznych i ich statystyczng analiz¢. Dostep
do baz antropometrycznych takich jak ANSUR Il lub NHANES mozliwy jest dzigki
systemom udostgpnianym przez Open Design Labs Uniwersytetu Stanowego Pensylwanii
[320] i DINED uczelni TU Delft [321]. Udostepniane narzgdzia obejmujg badanie korelacji
wymiaré6w ciala i ich wptywu na wymiary produktu, generowanie wirtualnych modeli 3D
ludzi czy oceng jak daleko osoba moze siegnag¢ w okreslonym kierunku. Funkcjonalnos$ci tych

systemoOw zostaly zaprezentowane na Rysunku 2.29.
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Rysunek 2.29 Przyktady systeméw do analizy i statystycznego modelowania ciata cztowieka
na podstawie bazy danych antropometrycznych: a) DINED — wirtualny manekin 3D dla
populacji o zadanym wzroscie i diugosci twarzy, b) Open Design Lab Manikin Fetcher —
wirtualny manekin 3D dla populacji o zadanym wzroscie i BMI (Zrodta rysunkow: a) [322],
b) [320]).
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2.5. Podsumowanie

Wybdr technologii do pomiaru ciata ludzkiego wymaga uwzglednienia kwestii, takich jak
spodziewana doktadnos¢, tatwos¢ w obstudze, mobilno$é, czas trwania procedury czy koszt
urzadzenia. W zwigzku z tym rozwazajac zalety i wady réznych metod wazne jest
zrozumienie zar6wno ich mozliwos$ci, jak i ograniczen. Metody manualne z jednej strony
wydaja si¢ stosunkowo proste i nie potrzebuja skomplikowanego sprzetu, ale z drugiej
wymagajg jednak znacznej wiedzy i doswiadczenia ze strony osoby mierzacej, aby pomiary
0sob o roznych ksztattach, wieku, wadze, rasie czy plci byt spojne, powtarzalne
I porbwnywalne, co nie zawsze jest osiggalne [23], [274]. Konwencjonalna antropometria jest
tez mniej efektywna i bardziej czasochtonna. Warto tu przytoczy¢ przyktad pomiarow
personelu armii Stanoéw Zjednoczonych w ramach projektu ANSUR I, ktore trwaly srednio
4 godziny na osobe [17], [37]. Dzi¢ki wykorzystaniu najnowszych technologii mozliwe jest
przeprowadzanie szybkich, doktadnych, powtarzalnych i bezdotykowych pomiarow ciata
cztowieka w sposOb zautomatyzowany i z wykorzystaniem informacji o jego calej objetosci.
Pozyskane modele 3D umozliwiajg analiz¢ rozmiaru i ksztaltu cztowieka za pomoca metryk,
ktore s3 poza zasiegiem tradycyjnej antropometrii — objetosci, powierzchni 1 innych

pomiarow geometrycznych [46].

Jednym z gléwnych aspektow wiarygodnego pomiaru ciata jest stosowanie odpowiednich
standardow antropometrycznych. Roéznice w typach ksztaltéw ciata 1 niejednoznacznos¢
opiséw pomiaréw nadal budza watpliwosci co do sposobu, w jaki powinny by¢ wykonywane.
Przyjmuje si¢ domyslnie, ze pomiary z roznych badan sg przeprowadzane doktadnie w ten
sam sposob, gdy ich nazwa jest identyczna. Niestety jednak normy czesto r6znig si¢ od siebie
nie tylko w zalezno$ci od zastosowania, ale tez niejednokrotnie sposobem przeprowadzania
teoretycznie takiego samego pomiaru [46]. Przyktadem moze by¢ talia, ktorej obwod bywa
definiowany zaréwno jako najwezszy tulowia (o ile mierzona osoba nie jest otyla), jak
i W potowie odlegtosci miedzy najwyzszym punktem grzebienia kosci biodrowej
a najnizszym punktem zeber czy przechodzacy przez pepek [323]. Aby uzyskac¢ koherentne
i porownywalne wyniki, konieczne jest zatem doktadne i konsekwentne stosowanie tych
standardow. Odmienne postawy przyjmowane w trakcie pomiaru stanowig kolejne Zrédlo
niespojnosci. Oprdcz ograniczen systemow i technik pomiarowych, takich jak wymuszenie
podparcia rak na stolikach obrotowych czy unikanie przestoni¢¢ ciata poprzez podniesienie
rak 1 rozstawienie ndg, istotne sg rowniez czynniki, takie jak pochylenie ciata, zmieniajaca si¢
objetos¢ phuc podczas oddychania czy nawet pora dnia.
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Inng czgsto podnoszong kwestig jest spdjnos¢ i powtarzalno$¢ pomiar6w manualnych przez
réznych ekspertow [23], [274], gdyz to od ich rzetelnosci, wiedzy i doswiadczenia zalezy
jakos¢ analizy poréwnawczej technik antropometrycznych. Rzeczywiste wymiary sg bowiem
bardzo trudne do okreslenia w jednoznaczny sposob, gdyz ,.cialo ludzkie ma bardzo mato
ostrych krawedzi, jego kontury sa zaokraglone i jest ono ogodlnie migkkie i niestabilne” [1].
Dyskusyjne jest zatem to, czy tradycyjne r¢czne podejécie pomiarowe powinno byé zawsze
traktowane jako miarodajny zloty standard, zwlaszcza w poréwnaniu z wynikami uzyskanymi
przez antropometryczne skanery ciata 3D o wysokiej precyzji i powtarzalnosci. Z drugiej
strony pomiar reczny jest nadal najlepszym dostepnym dla takich poréwnan i nie ma obecnie
rozwigzania 3D, ktére mogloby je catkowicie zastapi¢ w tej roli. Manualne badania pozostaja
tez kluczowe dla zdefiniowania heurystycznej praktyki oraz zrozumienia nieliniowych

zalezno$ci pomiedzy cialem a przylegajaca do niego odziezg [46].

Wiele badan poswieconych zostalo ocenie porownywalnosci i1 skutecznosci systemow
cyfrowej antropometrii 3D w odniesieniu do pomiaréw manualnych [26], [46], [50], [233],
[324]-[330]. W tym konteksécie warte uwagi sg przeprowadzone w ostatnich latach analizy
poréwnawcze pomigdzy antropometrycznymi skanerami 3D trzech réznych producentow
[331], aplikacjag mobilng a skanerem 3D i pomiarami manualnymi [332], a takze zbiorcze
zestawienie wynikoOw pozyskanych za pomoca 4 skanerow 3D, 4 aplikacji mobilnych
i 5 ekspertow [46]. Proby znalezienia wspolnego mianownika dla pomiarow tradycyjnych
I nowoczesnych oraz optymalizacja procedur nowoczesnej antropometrii sg tez cigglym
przedmiotem badan organizacji standaryzacyjnych [27], [32], [49]. Niestety zamknicty kod
zrodlowy rozwigzan dostepnych na rynku utrudnia poréwnanie wynikow pomie¢dzy metodami

[26].

Sposrod wszystkich omowionych cyfrowych metod wymiarowania (patrz 2.3.5 wyzej), te
operujace bezposrednio na chmurach punktéw ze skanera 3D cechuje najwierniejsze
odwzorowanie rzeczywistego przebiegu linii pomiarowej. Niemniej jednak sg one wrazliwe
na szum, jako$¢ i kompletnos$¢ danych. Dla odmiany algorytmy wykorzystujace modele
parametryczne obchodza to ograniczenie poprzez dopasowanie szablonu o znanej topologii do
danych wejsciowych (patrz podrozdziat 2.3.2 wyzej, sekcja modele parametryczne). Dzigki
temu metody te sg w stanie wygenerowa¢ model kompletnego ciata ludzkiego nawet na
podstawie niepelnych informacji [275]. Algorytmy modelowania cztowieka maja jednakze
trudnosci z generowaniem szczegoétowej geometrii i doktadnym dopasowaniem szablonu do
konturow ludzkiego ciata [61]. Wynikowy model jest jedynie przyblizeniem, a technologia ta
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uzalezniona jest od jako$ci zbioru uczacego. Przektada si¢ to na doktadnos¢ generowanych
wynikow, zwlaszcza jesli dane uczace nie sa dostatecznie reprezentatywne dla danej
populacji. Ponadto wiekszo$¢ istniejacych technik rekonstrukcji ciata, ktore nie korzystajg ze
danych pozyskanych za pomocag skalibrowanego skanera 3D, nie uwzglednia wiedzy
0 parametrach wewngtrznych kamery lub skali, a zatem nie moze zagwarantowac

oczekiwanej doktadnosci metrycznej [103], [279].

Ograniczeniem zastosowania systemow 3D jest najczesciej wysoka cena, brak mobilnosci
I niska dostepnos¢ dla masowego odbiorcy. Biorgc pod uwage koszty i wymagania dotyczace
przestrzeni pomiarowej, skanowanie 3D jest bardziej wskazane do pozyskiwania danych na
duzg skale [4]. Bardziej przystepne rozwigzania, ktore sg oparte jedynie 0 zdjecia wykonane
np. za pomocg telefonu lub tatwe do pozyskania dane o wzroscie, wadze, wieku czy pici, nie
sg jeszcze w petni dojrzate, lecz mimo to mogg zosta¢ wykorzystane do podstawowych badan
antropometrycznych. Metody te zastluguja na szczegdlng uwage z racji na swg przystepnosé
I bardzo dynamiczny rozwoj wspierajacych je technik glebokiego uczenia oraz coraz wigksza

dostepnos¢ wysokiej jakosci danych uczacych.

Kolejnym, naturalnym i wartym sledzenia krokiem rozwoju antropometrii jest wykorzystanie
informacji o zmiennos$ci ciata w ruchu. Wraz z rozwojem najnowszych technik 4D,
przeprowadzanie pomiarow funkcjonalnych na potrzeby procesu projektowania ubran staje
si¢ coraz bardziej przystepne. Wymiary ciata, ktore sg podstawg tworzenia odziezy, potrafig
istotnie si¢ rdézni¢ w zalezno$ci od przyjetej pozycji. Jak pokazuje wybiorczy przyktad
z badania [21], roznica w dlugosci konturu plecow miedzy pozycija stojaca a pochylong moze
wynosi¢ 12 cm. Z kolei obwdd klatki piersiowej, bedacy jednym z gléwnych parametrow
doboru odziezy, moze r6zni¢ si¢ o 8 cm pomiedzy luznym odwodzeniem rak a napigtym,
imitujacym lekkie podnoszenie przedmiotu. Tak duzy rozrzut wynikdw obejmuje az
3 przedziaty w tabeli rozmiaréw. Uwzglednieniu tego aspektu podczas projektowania odziezy

umozliwia zapewnienie jej odpowiedniej elastycznosci.

Nalezy pamigta¢, ze w przypadku przemyshu odziezowego ostatnim, a zarazem
najwazniejszym ogniwem sa jego Klienci, ktorzy najczg$ciej dokonuja pomiarow
wlasnorecznie 1 z reguly nie sa odpowiednio wyszkoleni. Co wigcej, tabele rozmiaréw
stosowane przez producentdw roéznig pomigdzy sobag w wyniku czego wielu os6b ma
w garderobie odziez w teoretycznie wykluczajacych si¢ rozmiarach. Dodatkowa komplikacja

jest to, ze osoby mierzace si¢ we wlasnym zakresie majg tendencje do zanizania Swoich

59



wymiardow, co najlepiej widaé na przykladzie pomiaru talii wérod kobiet [333]. Zwigkszenie
dostgpnosci rozwigzan cyfrowych moze przyczyni¢ si¢ do poprawy tej Sytuacji. Niemniej
jednak konsumenci moga by¢ niechetni do skanowania swojego ciata z obawy o prywatnosc¢
I bezpieczenstwo danych osobistych, niepewno$é co do doktadnosci technologii czy po prostu

brak komfortu zwigzany z tym procesem.
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3. Materialy

Opracowanie automatycznej metody pomiaru cztowieka na podstawie chmury punktow nie
bylyby mozliwe bez specjalistycznego skanera 3D catego ciata. Dane do przeprowadzenia
badan zostaly pozyskane za pomoca opracowanego w ramach projektu Formfit skanera
$wiatta strukturalnego [334]. Skaner ten, wraz z dedykowanym oprogramowaniem do jego
obstugi oraz wyznaczania wymiarow wg metody omawianej w rozprawie, zwany jest dalej
Mobilnym System Pomiarowym (MSP). Do celéw porownawczych wykorzystano swiatowej
klasy komercyjne rozwiazanie firmy Human Solutions (HS), ktére obejmowato skaner
laserowy Vitronic Vitus Smart XXL i oprogramowanie do antropometrycznej analizy danych
Anthroscan ScanWorX.

Skaner MSP sktadat si¢ z czterech modutow po dwa skanery 3D kazdy. Celem zapewnienia
optymalnej objetosci pomiaru obejmujacej calg sylwetke cztowieka, w tym z obszaréw takich
jak pachy, krocze oraz wierzchnia czes¢ barkow, wymagane bylo rozstawienie ich w czterech
naroznikach pomieszczenia o minimalnych wymiarach 5,2 m x 5,2 m x 2,3 m. Glowne

komponenty kazdego modutu akwizycyjnego stanowity:

e dwa uktady projekcyjne: projektory DLP (z ang. Digital Light Processing) Casio XJ-
A250,

e dwa uklady detekcyjne: kamery CCD (z ang. Charge Coupled Device) Point Grey
Flea FL3-FW-14S3M-C,

e komputer ogdlnego przeznaczenia odpowiedzialny m.in. za generowanie pragzkow
sinusoidalnych, akwizycje obrazéw z kamer oraz wyznaczanie wynikowej chmury

punktow.

Pary naprzeciwleglych kolumn skanujacych pracowaly w trybie synchronicznym, co
pozwalato na skrocenie czasu pomiaru wzgledem sekwencyjnej akwizycji. Bylo to mozliwe
dzigki zastosowaniu separacji spektralnej wzajemnie przeswietlajacych si¢ par projektor —
kamera. Dwa projektory wyswietlaty niebiesko-czarne prazki, a pozostate czerwono-czarne,
a przypisane im kamery miaty zamontowane filtry spektralne. Ponadto system MSP byt
wyposazony w wage Mensor WMI150P1 40X50G, ktora dodatkowo petnita role podestu.
Uproszczony schemat budowy i sposob dziatania zastosowanego skanera 3D

wykorzystujacego oswietlenie strukturalne zaprezentowany jest na Rysunku 3.1.
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Kolumna pomlarowa (komputer \ w srodku)
K1, K2 — kamery CCD —
P1, P2 — projektory DLP

Rysunek 3.1 Zastosowany skaner 3D MSP: a) schemat budowy, b) dziafanie oswietlenia
strukturalnego w trakcie pomiaru.
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Konkurencyjny skaner 3D ciata VITUS smart XXL firmy Human Solutions réwniez sktadat
si¢ z czterech kolumn, ale dodatkowo usztywnionych w konstrukcji ramowej (patrz Rysunek
3.2). Do rekonstrukcji geometrii wykorzystano w nim projekcje wiazki laserowej i analize

deformacji ksztaltu rastra.

:
:

-

ruchome
czujniki laserowe

Rysunek 3.2 Skaner laserowy VITUS smart XXL.

W przypadku obu skanerow od 0soby mierzonej oczekiwano, aby stata nieruchomo podczas
trwania pomiaru. Akwizycja za pomoca Systemu MSP trwata krocej, o byto korzystniejsze
w kontekscie wystgpienia bledow spowodowanych mimowolnym ruchem ciata. Doktadno$¢
skanera MSP okre$lono poprzez obliczenie maksymalnego dopuszczalnego btedu zgodnie
z normg kalibracji ISO 103608 [335] i zaleceniami VDI/VDE 2634 (z niem. Verein Deutscher
Ingenieure/Verband Deutscher Elektrotechniker) [336]. Porownanie parametrow obu
systemow zawarte jest w Tabeli 3.1. Z kolei przyktadowe wyniki skanowania reprezentujace

powierzchnie ciata uzyskang za pomoca obu rozwigzan przedstawione sg na Rysunku 3.3.

Tabela 3.1 Poréwnanie specyfikacji technicznej wykorzystywanych skanerow 3D.

Skaner MSP VITUS smart XXL
Doktadnos¢ <0,3mm <1mm
Czas akwizycji danych ok.3s ok.10s
Objetos¢ pomiarowa 15mx15mx22m 1,2mx1,0mx21m
Liczba punktéw na skan od 1do2*10° ok. 0.4 * 108
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Rysunek 3.3 Przyktadowe wyniki skanowania W postaci chmur punktow reprezentujgcych catg
powierzchnie ciata: A) skaner swiatla strukturalnego MSP, B) skaner laserowy Vitronic
VITUS smart XXL.
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4. Metoda pomiaru ciala z wykorzystaniem chmury punktow

W ramach realizacji prac badawczych opracowano i zaimplementowano szereg algorytmow
stuzacych do automatycznego wyznaczania wymiarow ciala czlowieka istotnych
w zastosowaniach konstrukcji odziezy (patrz Tabela 1.1 wyzej). Na podstawie analizy i oceny
istniejacych procedur i technologii zaproponowano uogdlniong $ciezke przetwarzania, ktora

zaprezentowana jest na Rysunku 4.1 ponize;.

Przetwarzanie wstepne

G’rzygntowanie chmury punl-:tnij

Segmentacja

Pomiary obwodowe Pomiary tukowe

Rysunek 4.1 Schemat sciezki przetwarzania danych.
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4.1. Przetwarzanie wstepne chmury punktow

4.1.1. Przygotowanie danych

Bezposrednim wynikiem procesu skanowania jest 8 chmur punktow, po jednej na kazda
z glowic pomiarowych systemu MSP. Surowe dane pochodzace ze skanerow 3D wymagaja
usunig¢cia punktow szumowych, wzajemnego wyrdwnania i potgczenia w jedng, kompletng
chmurg¢ punktow reprezentujaca cale ciatlo badanej osoby. Schemat procesu przygotowania
danych wejsciowych na potrzeby kolejnych krokéw algorytméw pomiarowych
zaprezentowany jest na Rysunku 4.2 ponize;j.

Przygotowanie danych

Skanowanie

8-kierunkowe
taczenie chmur

Filtracja szumu
. punktdw

N S
Y

Rysunek 4.2 Schemat procesu przygotowania danych od ich pozyskania za pomocq skanera
3D w surowej formie, przez filtracje i tgczenie czesciowych chmur punktow, po
wygenerowanie pefnowymiarowego modelu ciafa cztowieka.

Petny skan 3D
ciata cztowieka

Nieprzetworzone chmury punktow, pochodzgce bezposrednio ze skanera, charakteryzujg si¢
duzg liczbg pojedynczych i odizolowanych grup punktow szumowych. Jednym ze Zrdodet
btednej rekonstrukcji w wykorzystywanej w badaniach metodzie SL jest niedostateczna
jakos$¢ odwzorowania rejestrowanych obrazow prazkowych, ktora zalezy od kontrastu i jest
nizsza w przypadku powierzchni niedoswietlonych lub odbijajacych $wiatto. Powoduje to
powstawanie szumu m.in. blisko krawedzi obiektu skanowanego. Natomiast duze skupiska
punktow to zwykle fragmenty zrekonstruowanego tla, takie jak podest, podtoga czy kolumny
pomiarowe. Majac na uwadze to, ze proces wymiarowania jest szczegélnie wrazliwy na
jakos¢ zrekonstruowanej geometrii [271], wymagane jest usunig¢cie btednych punktow

chmury (patrz podrozdziat 2.3.3 wyzej, sekcja filtracja szumu).



Proces filtracji danych pomiarowych sktada si¢ z trzech etapow. W pierwszym kroku
odizolowane grupy punktow szumowych segmentowane s3 za pomocg algorytmu
wykorzystujacego metryke Hausdorffa. Na jej podstawie klasteryzowane sa punkty lezace
blisko siebie, a te z grup, ktorych liczno$¢ jest ponizej ustalonego progu, sg eliminowane.
W kolejnym etapie usuwane sg punkty krawedziowe, ktore uznaé mozna za potencjalnie
najmniej doktadne, co wynika z niestabilnych wtasnosci optycznych na granicach obiektow.
W ostatnim etapie chmura jest wygladzana, co pozwala na zredukowanie wptywu punktéw
szumowych wystepujacych na powierzchni. W tym celu, na podstawie punktow
sgsiadujacych kazdego z elementow chmury, dopasowywana jest ptaszczyzna za pomoca
metody najmniejszych kwadratow [337]. Po zrzutowaniu punktéw na odpowiadajace im
lokalne ptaszczyzny powstaje nowa, wygladzona chmura, ktorej przypisane sa wektory
normalne dopasowywanych plaszczyzn. Technika ta jest odpowiednikiem filtracji
dolnoprzepustowej, dla ktorej promien wyboru sgsiadujgcych punktéw wplywa nie tylko na

poziom usuwanego szumu, ale rownoczesnie na utratg szczegotow.

Czesciowe chmury punktow sg zgrubnie zorientowane wzajemnie dzigki wykorzystaniu
kalibracji globalnej dostarczanej przez system MSP. Jego mobilno$¢ i zwigzana z nig
niepewno$¢ potozenia kolumn pomiarowych wymusza przeprowadzenie dodatkowego,
doktadnego wyrdéwnania, do ktoérego stosowana jest metoda ICP [187]. W efekcie powstaje

dookolny i kompletny model 3D ciata cztowieka.

W ostatnim kroku oczyszczona, wyrdéwnana i scalona chmura punktow transformowana jest
do ustalonego uktad wspotrzednych. Uktad ten jest lewoskretny, a jego Srodek znajduje sie
w srodku ciezkosci ciata, za wyjatkiem pionowej osi Z, dla ktorej poziomem zerowym jest
podioga. Chmura punktéw osoby skanowanej obracana jest W przestrzeni wokot znanej osi Z

tak, aby o$ Y przechodzita przez $rodki stop, a ich palce wskazywaty ujemng o$ X.
4.1.2. Segmentacja

Proces segmentacji przefiltrowanej chmury punktow ciata cztowieka wykorzystuje informacje
0 wymaganym, standardowym utozeniu ciata podczas pomiaru i rozpoczyna si¢ od
podzielenia chmury na poziome przekroje. Punkty wewnatrz nich grupowane sa w oddzielne
klasy na podstawie wzajemnej bliskosci. Nastepnie grupy te sa scalane ze sobg w oparciu
0 wiedze¢ o budowie ciata. Docelowe czesci ciata, takie jak rece, nogi, gorna i dolna czes¢

tutowia, biodra i glowa, znajduja si¢ w obszarach ograniczonych przez pomocnicze linie
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I punkty antropometryczne pach, krocza, szyi i bioder. Do ich lokalizacji wykorzystywana jest
analiza konturow sylwetki obejmujaca wyznaczanie lokalnych ekstremow i1 punktow
przegigcia czy badanie zmiennos$ci ich szerokosci. Stosowane sa dwa typy konturéw —
W plaszczyznie strzalkowej wykrywana jest gorna linia bioder, a reszta analizy odbywa sig¢
ptaszczyznie czotowej. Przyktad wyznaczania punktow do okreslenia granic segmentow
gornych czeSci ciata zaprezentowano na Rysunku 4.3 ponizej. W ostatnim kroku
wyodrebnione grupy punktéw, ktore znajdujg si¢ wewnatrz nich i majg zblizone wlasciwosci
(np. $rodek masy, obwod i licznosc), taczone sg we wlasciwg czg$¢ ciata. Etapy segmentacii

oraz przyktadowe rezultaty przedstawiono na Rysunku 4.4.

a)
.-'j l\i.
linia szvyi
L ] L} - ) " L] -
I. . - " .l.
/ /‘ "
b) c)
Szerokosci przekrojow poprzecznych dla linii szyi Pochodna szerokosci przekrojow poprzecznych dla linii szyi

145

Szerok przekroju [mm]

linia szyi

¥) E————L

Pochodna szerokoséci przekroju [mm]

Numer przekroju Numer przekroju

Rysunek 4.3 Analiza konturu sylwetki na potrzeby detekcji punktow wyznaczajgcych granice
szyi i pach: a) kontur sylwetki w plaszczyznie czotowej, dla ktorego punkty pach na podstawie
lokalnych maksimow oznaczone sq zottymi okregami, a obszar wyszarzony tuz nad poziomem

pach poddany jest analizie w celu znalezienia linii szyi w kolejnych krokach, b) wykres
szerokosci przekrojow poprzecznych konturu w obrebie Wyszarzonego obszaru i ¢) wykres
pochodnej szerokosci przekrojow poprzecznych konturu pozwalajgcy na wyznaczenie numeru
przekroju odpowiadajgcego linii podziatu szyi jako punktu przegiecia, ktory cechuje sie
najwigkszym spadkiem szerokosci liczqc od poziomu pach.
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Rysunek 4.4 Proces segmentacji: A) analiza przekrojow, gdzie kolory — grupy punkéw na
podstawie przekrojow (widok ogdlny) i sgsiedztwa (przyblizenie), czarne linie — obszar
ograniczony punktami antropometrycznymi, B i C) wyodrebnione czesci ciata po scaleniu
podgrup punktow odpowiednio dla mezczyzny i kobiety, gdzie kolory — chmury punktow
kolejnych czesci ciata (rgk, nog, gornejldolnej czesci tutowia, bioder oraz glowy).

Dzigki segmentacji odpowiednie procedury pomiarowe sg w stanic operowaé na
ograniczonym zestawie danych obejmujgcym jedynie istotny fragment ciata cztowieka. To nie
tylko znacznie upraszcza proces obliczeniowy, ale réwniez go przyspiesza umozliwiajac
efektywng analize¢ danych i pozniejsze obliczenia wymiaréw antropometrycznych. Pseudokod

algorytmu segmentacji znajduje si¢ w Tabeli 4.1 ponize;.

Tabela 4.1 Pseudokod algorytmu segmentacji.

Algorytm 1 Segmentacja

Wejscie: human body scan in form of an XYZ point cloud
Wyijscie: eight segmented body parts - left/right arm, left/right leg, upper/lower torso, hips and head
Procedura:
Begin
- divide the scan into horizontal slices
for each of the horizontal slices do
- group points within proximity defined by sphere radius based on the average distance between points in scan, ignore
groups with insignificant numbers of points
end for
- find coarse body landmarks based on contour analysis:
- project points onto coronal plane, create contour:
- crotch as a peak point formed by contour between the legs
- armpits similarly to crotch but between arm and torso
- neck as height with rapid change of width between it and shoulders
- line between upper and lower torso as a line defined by the lower of the armpits
- project half of the points around the middle of the scan onto sagittal plane to avoid the influence of the arms, create
contour:
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- line between hips and lower torso defined by inflection point between the buttocks most protruding point
and lordosis as a convex point right above it
for each of the groups do
- search for the nearest group
if both groups have similar properties (center of mass, circumference, points number) and are within the areas
constrained by the body landmarks then

- merge them
end if
end for
- append corresponding groups to certain body parts based on the body landmark constraints
End

4.1.3. Krzywizna Gaussa

Kolejnym krokiem przetwarzania wstepnego jest obliczenie krzywizny Gaussa dla kazdego
punktu w chmurze. Dzi¢ki niej mozliwe jest okreslenie doktadnej lokalizacji punktow ciata,
takich jak sutki, pepek czy lokcie [240]. Wartos¢ krzywizny punktow 0Szacowana jest za
pomoca metody dopasowania kwadryki do lokalnej powierzchni ich otoczenia [230]. Dla
analizowanego punktu p rozpatrywany jest wektor normalny powierzchni 7, ktory zostat
wyliczony w trakcie procesu wygladzania chmury (patrz podrozdzial 4.1.1 wyzej).
W pierwszym kroku wspotrzedne punktow muszg by¢ przetransformowane za pomoca
macierzy rotacji R tak, aby globalna o§ X byla zrzutowana na ptaszczyzne styczng

zdefiniowang przez fi. T¢ macierz opisuje zestaw Roéwnan 4.1, a transformacje punktéw

z globalnego uktadu wspotrzednych do lokalnego kwadryki Rownanie 4.2:

R= [7'1:7'2:7'3]T

(I —AAT)i (4.1)

'r3:'ﬁ_’ rlzm, =13 X1

x" =Ry — pw) (4.2)

gdzie:

R — macierz rotacji z globalnego uktadu wspotrzednych na lokalny kwadryki,
1,75, 5 — Wektory macierzy rotacji,

7 — wektor normalny powierzchni,

I — macierz jednostkowa,

i — wektor globalnej osi X w postaci [1,0,0]7,

x — wspbtrzedne punktu sasiedztwa w lokalnym uktadzie,

Xy, — wspotrzedne punktu sasiedztwa w globalnym uktadzie,

p,, — Wspolrzgdne analizowanego punktu krzywizny w globalnym ukfadzie.
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Po transformacji punktow dopasowywana jest rozSzerzona kwadryka opisana

Rownaniem 4.3:
Z'=aX"?+bX'Y' +cY'?+dX +eY’ (4.3)

gdzie:

X',Y',Z' — dopasowywany uktad wspotrzednych,

a, b, c, d, e — wspdtczynniki rozszerzonej kwadryki.

Warto$ci wspotczynnikéw wyliczane s3 poprzez rozwigzanie uktadu rownan liniowych
opisanych Rownaniem 4.4:

! ! 12 !

X1 X1Y1 Y1 X1 )’1[
! /] 2

Xn XnYn Yn Xn ynl

L

gdzie:

X'1 V1 Z' 1 n — wspotrzedne punktow sasiadujgcych po transformacji na
podstawie wczesniej wyznaczonego wektora normalnego 7,

n — liczba punktow,

co pozwala wyznaczy¢ krzywizng Gaussa za pomocg Réwnania 4.5:

4ac — b?

K=Graver 9

gdzie:

K — krzywizna Gaussa.

W przypadku powyzszego algorytmu rozmiar analizowanego otoczenia zalezny jest od szumu
pomiarowego. Empiryczne ustalenie promienia przeszukiwania otoczenia na poziomie 10 mm
pozwolilo na zredukowanie wplywu szumu przy jednoczesnym zachowaniu wystarczajace]
szczegbtowosci krzywizny powierzchni ciata. Zastosowanie wigkszego promienia skutkuje

wygladzeniem krzywizny, a co za tym idzie mozliwg utratg precyzji i zatarciem subtelnych
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szczegdtow, takich jak wypuklos¢ wyrostka kolczystego kregu C7. Z kolei im jest on
mniejszy, tym wigkszy jest szum i niestabilnos¢ wynikow dalszej analizy. Przyktadowe
chmury punktow pokolorowane wg wartosci krzywizny Gaussa przedstawiono na Rysunku

4.5 ponize;.

,,,.....fsaéfm,.

1.

- krzywizna

max

Rysunek 4.5 Chmury punktow mezczyzny i kobiety pokolorowane wg krzywizny Gaussa:
niebieski — ujemna krzywizna (min), zielony — zerowa krzywizna, czerwony — dodatnia
krzywizna (max).

4.2. Detekcja punktow antropometrycznych

Wiasciwe algorytmy pomiarowe sg bezposrednio zwigzane z punktami antropometrycznymi
ciata cztowieka, ktore definiujg miejsce przebiegu linii wymiarowania. Wsrod nich znajdujg
si¢ zarowno punkty wykorzystywane do konstrukcji odziezy np. Xp, Sv i Sy, jak i pomocnicze
typu Uo, Ko i Ho stosowane do posrednich pomiaréw wysokosci lub podczas lokalizacji
plaszczyzny pomiarowej. Pierwsze znajduja si¢ na powierzchni ciata i sg to m.in. punkty
barkowe Ry, talii pod piersig Tp lub tokci El, drugie za$ obejmujag gltéwnie $rodki cigzkosci
obwodoéw konczyn w charakterystycznych miejscach, takich jak kolana Ko, przewgzenia
kostki Ho czy talii Tv. Ich detekcja odbywa si¢ automatycznie na podstawie zestawu
indywidualnych kryteriow uwzgledniajacych m.in. ich cechy antropometryczne, ksztalt czy
krzywizng powierzchni. W zwigzku z tym S$ciezka przetwarzania nie jest jednolita dla
wszystkich punktow. Niemniej jednak wszystkie algorytmy operuja na wycinkach chmury
punktow w obrebie wyznaczonego wczesniej segmentu lub jego otoczenia. Na potrzeby

wyznaczania czg$ci z nich przeprowadzana jest analiza lokalnych konturéw utworzonych czy
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to przez caly segment ciata (Sv), czy to jego przekroj w danej ptaszczyznie (Pc i Pl). Kolejne
sa wynikiem przecigcia ptaszczyzn z chmura (Tp 1 Ty) lub charakteryzuja si¢ lokalnym
ekstremum krzywizny Gaussa (Sx, Sy, El i Xp u me¢zczyzn). Potozenie innych, takich jak Ho,
Ko, Tv i Xp u kobiet, okreslane jest rownolegle z wlasciwymi wymiarami ciata. W tym
wypadku w wyniku operacji poszukiwania najmniejszej otoczki wypuktej ze zbioru kolejnych
przekrojow poprzecznych konczyn lub tutowia uzyskiwane jest nie tylko potozenie danego
punktu antropometrycznego lub odpowiadajacego mu przekroju, ale i docelowego wymiaru.
Proces ten jest dokladniej opisany w Kkolejnym podrozdziale dotyczacym pomiaréw
obwodowych 4.3.1. Szczegdlnym przypadkiem takiego podejsécia jest wyznaczanie potozenia
kolana Ko, gdzie dodatkowo do kolejnych przekrojow dopasowywana jest elipsa. Majac na
uwadze charakterystyke ksztaltu rzepki, punkt Ko zostat okre$lony jako $rodek ciezkosci
przekroju, dla ktérego roznica pomigdzy obwodem elipsy a dlugoscig otoczki wypuktej jest
najwieksza. Ostatnia grupa metod detekcji obejmuje punkty wyznaczone posrednio, tak jak
Xl, Xc i Rv, ktore sg przesuniete wzgledem pachy lub znajdujg si¢ nie w $rodku ciezkoSci
wytypowanego przekroju, a na powierzchni ciata, jak w przypadku nadgarstka Nv.
Przyktadowe wyniki detekcji punktow antropometrycznych w obszarze torsu przedstawia
Rysunek 4.6. Z kolei Tabela 4.2 zawiera ich definicje potozenia w przestrzeni 3D, ktore sg

podstawg automatyzacji ich lokalizacji.

Rysunek 4.6 Przyktad automatycznie wyznaczonych punktow antropometrycznych.
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Tabela 4.2 Definicje punktow antropometrycznych stuzgce do ich automatycznej lokalizacji.

Akronim Opis antropometryczny

Opis 3D

Rv
Sv

Sy

Sx

Pl

Pc

Xp

Xl

Xc

Tp

Ty

El
Nv
Tv

Uo

Ko

Ho

wyrostek barkowy

ramiona-szyja

kreg C7

dot szyjny pomigdzy
obojczykami

przdd pachy

tyt pachy

brodawki sutkowe

przod pachy na wysokosci
brodawek sutkowych
tyt pachy na wysokosci

sutkow

talia pod piersig

talia pod kregiem C7

okie¢
nadgarstek

talia

krocze

kolano

kostka

najwyzszy punkt nad pacha

punkt o najwiekszym zagieciu pomigdzy szyja a ramieniem ha podstawie
konturu w ptaszczyznie czotowej

punkt posrodku tylnej czgsci szyi cechujacy si¢ najwyzsza wartoscig
krzywizny Gaussa, blisko linii obwodu szyi

punkt cechujacy si¢ najnizsza wartoscig krzywizny Gaussa tuz ponizej
srodka frontu obwodu szyi

najnizszy punkt styku torsu i ramienia na konturze przekroju
W plaszczyznie czotowej przechodzacej przez pach¢ wyznaczong
W procesie segmentacji; punkt przodu pachy jest przesuniety w kierunku
przodu ciata tak, aby znajdowat si¢ tuz pod krawedzig ramienia nad nim

punkt wyznaczany analogicznie jak w przypadku przodu pachy PI, ale
przesuniety w kierunku tytu ciala

mezczyzni: punkty w obrebie klatki piersiowej o najwyzszej krzywiznie
Gaussa, po jednym po lewej i prawej stronie

kobiety: w oparciu o najwigksza otoczke wypukta klatki piersiowej (opx)
i odpowiadajacy jej przekroj, zdefiniowane jako najbardziej wysunigte
punkty lewej i prawej czgéci stanika

punkt na tutowiu najblizej Pl obnizony do wysoko$ci brodawki sutkowe;j
Xp

punkt na tutowiu najblizej Pc obnizony do wysokos$ci brodawki sutkowej
Xp

punkt na tulowiu na linii przecigcia konturu plaszczyzny poziomej
przechodzacej przez talie¢ (Tv) z plaszczyzng strzatkowa przechodzaca
przez brodawke sutkows (Xp)

punkt na tylnej czeSci konturu wyznaczonego przez plaszczyzng
strzatkowa przechodzaca przez Sy na poziomie talii (Tv)

punkt o najwyzszej krzywiznie w otoczeniu potozony najdalej od osi
przebiegajacej przez pache i nadgarstek

punkt lezacy na najmniejszym obwodzie reki i najdalej od tutowia

srodek ciezkosci najmniejszego obwodu tulowia w plaszczyznie
poziomej

srodek ciezkosci poziomego przekroju, ktory znajduje si¢ pomiedzy
nogami a miednicg na wysokosci punktu krocza na konturze z etapu
segmentacji

srodek ciezkosci srodkowego poziomego przekroju nogi, dla ktorego
r6éznica pomiedzy obwodem dopasowanej elipsy oraz otoczki wypuklej
jest najwieksza

srodek cigzkosci poziomego przekroju najmniejszego obwodu nogi (oh)

4.3. Wymiarowanie

Ostatni krok przetwarzania zalezy od charakteru wymaganego pomiaru. Opis algorytmow

obliczania wymiaréw obwodowych, lukowych i liniowych na podstawie uprzednio

wyznaczonych punktéw antropometrycznych zostal przedstawiony kolejno ponize;j.
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4.3.1. Pomiary obwodowe

Pomiar dtugosci obwodoéw rozpoczyna si¢ od zdefiniowania objetosci zainteresowania (z ang.
Volume of Interest, VOI), w obrebie ktorej znajduje sie poszukiwany wymiar. Obszar tutowia,
ramion czy tydki okreslany jest na podstawie wcze$niej przeprowadzonej segmentacji chmur
punktow. Kolejnym krokiem jest ustalenie ptaszczyzny pomiarowej. W konteksécie obwodow
tutowia, takich jak obwdd talii ot czy obwod bioder ob, zaktadana jest jej rownoleglos¢ do
podtoza. Z kolei w przypadku obwodoéw konczyn ptaszczyzna ta jest prostopadta do osi kosci,
wokot ktorej obwody sg mierzone (np. dla najwigkszego obwodu uda ou jest to kos¢ udowa
a dla najwigkszego obwodu ramienia or — ko$¢ ramienna). Osi konczyn Szacowane s3 na

podstawie srodkow cigzkosci przekrojow stawow, ktore wyznaczajg ich poczatek 1 koniec.

Sposob lokalizacji  doktadnego miejsca pomiarowego jest indywidualny dla kazdego
z pomiarow. Wykorzystywane sg zardbwno wczesniej Wyznaczone punkty antropometryczne,
takie jak brodawki sutkowe Xp do wyznaczenia obwodu przez piersi opx, jak i tymczasowa
pomocnicza analiza wszystkich przekrojow w obrebie danego segmentu ciala by znalez¢ np.

najmniejszy obwod jak w przypadku talii.

Po zlokalizowaniu punktu przeciecia wyodrgbniany jest fragment chmury punktow
0 okreslonej grubosci, ktora w tradycyjnej antropometrii odpowiada szerokosci tasmy
mierniczej. W proponowanym podejsSciu warto$¢ ta zostata ustalona na poziomie 15 mm,
analogicznie do zalecanej przez norme¢ PN-EN 13402 [36] szerokosci tasmy. Nastepnie
punkty wybranego przekroju rzutowane sg na plaszczyzne pomiarowa danego obwodu, co
umozliwia wykonanie ostatecznych obliczen jego dlugosci. Krzywa pomiarowa, jakg tworzy
tradycyjna miarka owijana wokdét badanego obszaru, pokrywa si¢ w przyblizeniu
z dwuwymiarowa otoczka wypukla utworzong przez rzutowane punkty, co oznacza, ze
dlugo$¢ obwodu jest rowna sumie bokéw wielokata przez nig utworzonego (patrz podrozdziat
2.3.5 wyzej). Diagram typowe;j $ciezki przetwarzania dla pomiaréw obwodowych przedstawia
Rysunek 4.7, a odpowiadajacy jej pseudokod znajduje si¢ w Tabeli 4.3 ponizej. Szczegdlnym
przypadkiem jest obwod bioder z uwzglgdnieniem wypuktosci brzucha obt, do ktorego
obliczenia wykorzystywane jest sptaszczona chmura pomiedzy przekrojem brzucha jako
najbardziej wystajacego w plaszczyznie strzatkowej a biodrami wg najwigkszego obwodu

posladkow. Przypadek ten przestawiony jest na Rysunku 4.8 ponize;j.
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Pomiary obwodowe

Wyznaczenie objetosci Wyznaczenie Lokalizacja miejsca
zainteresowania ptaszczyzny pomiaru pomiarowego

Wyodrebnienie
wycinka
chmury punktéw

Zrzutowanie punktow Wyliczenie otoczki
na ptaszczyzne pomiaru wypuktej

Rysunek 4.7 Schemat wyznaczania dfugosci obwodow na przykiadzie obwodu talii ot.

a) b) c)

min X

ob

Rysunek 4.8 Pomiar obwodu bioder z uwzglednieniem wypuktosci brzucha obt: a) na zielono
objetos¢ zainteresowania, ktorg ogranicza od dotu przekroj obwodu bioder 0b a od gory
wypuktosé brzucha jako najbardziej odstajgcy w osi X przekroj, b) zrzutowane na plaszczyzne
poprzeczng punkty i Na CZErWoNo dopasowana docelowa otoczka wypukta, C) przebieg
wynikowej linii obwodu obt podzielony na potrzeby wizualizacji na czesé gorng wypuktosci
brzucha i dolng bioder.
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Tabela 4.3 Pseudokod algorytmu wyznaczania diugosci obwodow.

Algorytm 2 Pomiar dtugosci obwodu

Wejscie: corresponding body part's XYZ point cloud, anthropometric point, virtual_tape_thickness
Wyjscie: girth length

Procedura:

Begin

- define the measurement plane to cross the anthropometric point and to be parallel to the ground level or perpendicular to the
body part centerline depending on the measurement type

- extract point cloud from VOI around measurement plane with the given virtual_tape_thickness

- project extracted points onto the measurement plane

- compute convex hull on the projected point set

return convex hull perimeter line length

End

4.3.2. Pomiary tukowe

Luki tacza okreslone punkty antropometryczne. Niektore z nich mozna analizowa¢ wprost,
gdyz ograniczajg si¢ jedynie do dwoch punktow, tak jak w przypadku tuku szerokosci barkow
tylu pomiedzy dwoma wyrostkami barkowymi RvRv. Z kolei krzywa pomiaru w przypadku
bardziej ztozonych wymiarow, takich jak SySvXp, przecina wigcej punktéw orientacyjnych
(w tym wypadku kreg C7 Sy, punkt na styku ramion i szyi Sv oraz brodawke sutkowag Xp).
W zwigzku z tym musi zosta¢ podzielona na podstawowe segmenty przed wlasciwg analiza,

gdzie kazdy z fragmentow jest wymiarowany oddzielnie a na koniec sumowane sg czesciowe
wyniki.

Podobnie jak dla pomiaréw obwodowych, omawiany algorytm rozpoczyna si¢ od
wyznaczenia objetosci zainteresowania. Tym razem jednak jest ona ograniczona przez punkty
tuku, a nie segmenty ciata. Nastepnym krokiem jest znalezienie optymalnej ptaszczyzny
pomiarowej, ktora pokrywa si¢ z punktami krancowymi poszukiwanej krzywej, a zarazem dla
ktorej obliczony tuk jest najkrotszy. W tym celu sprawdzana jest dtugos¢ tuku dla wszystkich
plaszczyzn z predefiniowanego peku, zaleznego od tego z ktdrej strony i na ktorej czesci ciata
lezy tuk. Punkty chmury rzutowane sa na kazda z tymczasowych ptaszczyzn, a na ich
podstawie wyliczana jest otoczka wypukta, podobnie jak w przypadku pomiarow
obwodowych. Dhugos¢ tuku definiowana jest jako jej fragment ograniczony analizowanymi
punktami antropometrycznymi. Dla utatwienia przycigcia wynikowego obwodu i zachowania
zbieznosci pomiedzy otoczka wypukla i tukiem, dodawany jest punkt pomocniczy wewnatrz
ciata. Wyjatkiem jest dtugos¢ barku SvRv, dla ktorego punkt ten lezy na zewnatrz w celu
imitacji docisni¢cia tasmy do ciata. Rysunek 4.9 prezentuje kolejne kroki algorytmu na
przyktadzie tuku pomigdzy punktem laczenia szyi z barkiem i1 brodawka sutkowa SvXp.
Z kolei Tabela 4.4 przedstawia pseudokod tej metody.
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Pomiary t ukowe

Ew. podziat
pomiaru tuku
na etapy

Wyznaczenie objetosci
ograniczonej punktami
charakterystycznymi

Wyodrebnienie chmury
punktdw wokdt

ptaszczyzny pomiaru

Wyznaczenie
ptaszczyzny pomiaru

Przyciecie otoczki
wypuktej - diugosce
fuku

Zrzutowanie punktdw Wyliczenie otoczki
na ptaszczyzne pomiaru wypuktej

Rysunek 4.9 Schemat wyznaczania dfugosci tukow na przyktadzie odcinka SvXp bedgcego
czescig diugosci przodu do piersi SySVXp.

Tabela 4.4 Pseudokod algorytmu wyznaczania dtugosci tukow.

Algorytm 3 Pomiar diugosci tukéw

Wejécie: corresponding body part's XYZ point cloud, arc defined by set of anthropometric points, angular_search_range,
virtual_tape_thickness, measurement_type
Wyijscie: arc length
Procedura:
Begin
if arc is complex, i.e., has more than 2 anthropometric points, then
- split the original arc into simple point-to-point arcs
-sum =20
for each simple arc do
- sum += call Arc length measurement algorithm given the simple arc
end for
return sum;
elseif arc is simple then
- define the arc axis as a line between start and end point of the arc
- rotate the coordinate system in a way that arc axis coincides with Z-axis
- define angular search range based on measurement type, e.g., from -15° to 15°
- declare possible lengths vector
for each angle within angular search range do
- define measurement plane as one of the 3 main planes, XY, YZ, or XZ, based on the measured body part type and
ensure that both start and end points of the arc belong to it
- rotate the coordinate system by the given angle around the arc axis
- select VOI as a bounding box constrained by the arc anthropometric points
- extract point cloud from VOI around measurement plane with the given virtual_tape_thickness
- project extracted points onto the measurement plane
if measurement_type == SvRv then
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- append auxiliary point “outside” the body to the projected point set to resemble tape pressure against the
surface of the body
else
- append auxiliary point “inside” the body to the projected point set to imitate typical tape measurement
end if
- compute convex hull on the projected point set
- clip the resulting convex hull perimeter line by removing the unwanted line segments between arc anthropometric
points and previously added auxiliary point
- append clipped convex hull perimeter line length to possible lengths vector
end for
return minimum value from possible lengths vector
end if
End

4.3.3. Pomiary liniowe

Pomiary liniowe sktadaja si¢ z obliczen szerokosci i wysoko$ci. Pierwsze wyznaczane sg
bezposrednio jako odlegltosci euklidesowe pomigdzy wybranymi parami punktow
antropometrycznych. Przyktadem jest szeroko$¢ migdzypiersiowa XpXp okreslana jako
dystans mi¢dzy lewa i prawg brodawka sutkowa. Z kolei pomiary wysokosci sg nieco bardziej
ztozone z uwagi na konieczno$¢ uwzglednienia rozstawu ndg, ktory wpltywa na potozenie
punktow orientacyjnych wzglegdem podloza. Efekt ten kompensowany jest poprzez
wyznaczenie osi kazdej konczyny dolnej, co pozwala na przetransformowanie chmury
punktow na podstawie kata rozstawu nog tak, aby odpowiadata pozycji stojacej z nogami
prostopadtymi do podtoza. Dzigki temu mozliwe jest zasymulowanie postawy stojacej ze
ztaczonymi nogami definiowanej m.in. przez 1SO 8559 [35], ktora wykorzystywana jest
w przypadku tradycyjnych pomiaréw antropometrycznych. Pseudokod tego algorytmu
zaprezentowany jest w Tabeli 4.5, a wynik pomiaru na przykladzie szeroko$ci

miedzypiersiowej XpXp przedstawia Rysunek 4.10.

Rysunek 4.10 Przykitad pomiaru liniowego szerokosci miedzypiersiowej XpXp.
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Tabela 4.5 Pseudokod algorytmu wyznaczania dtugosci liniowych.

Algorytm 4 Pomiar dtugosci liniowych

Wejscie: XYZ anthropometric_point_1 and/or anthropometric_point_2, type
Wyjscie: linear length
Procedura:
Begin
if type == width then
return Euclidean distance between anthropometric_point_1 and anthropometric_point_2
else if type == height then
if anthropometric_point_1 == ankle then
return ankle.Z —floor.Z
else if anthropometric_point_1 == crotch then
- project ankle and crotch onto coronal plane
- find leg center of mass at the crotch.Z level
- leg_centerline_length = Euclidean distance between ankle center of mass and leg center of mass
- crotch_to_ankle_Z_length = crotch.Z — ankle.Z
- spread_ratio = leg_centerline_length to crotch_to_ankle_Z_length ratio
- save spread_ratio for further measurements
return ankle_height + leg_centerline_length
else
if (anthropometric_point_1).Z < crotch height then
- calculate ankle_to_anthropometric_point_1 distance using spread_ratio and Tales theorem
return ankle height + ankle_to_anthropometric_point_1

else
return crotch height + (anthropometric_point_1).Z — crotch.Z
end if
end if
end if
End

Wyzej opisane algorytmy wymiarowania zostaty zweryfikowane nie tylko poprzez szereg

testow 1 analiz statystycznych, ale i w praktyce, co opisano w kolejnym rozdziale.
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5. Walidacja algorytmow wymiarowania

5.1. Pozyskanie danych testowych

Walidacja dzialania algorytméw wymiarujacych systemu byla oparta na pomiarach
poréwnawczych pomiedzy systemami MSP, HS oraz referencyjnym manualnym podejsciem.
Grupa testowa liczyta 40 ochotnikow (21 mezczyzn i 19 kobiet), ktérych dane demograficzne
zostaly zaprezentowane w Tabeli 5.1. Pomiary wszystkimi trzema metodami przeprowadzono
w mozliwie najkrotszym czasie by unikngé wahan wymiaréw ciata w ciggu doby. Kazda
Z 0sOb zostata zmierzona jednokrotnie recznie oraz trzykrotnie automatycznie przez kazdy
z systemow. Dokonywany przez wykwalifikowanego eksperta pomiar tasmg mierniczg

cechowat si¢ doktadnoscig 1 mm.

Tabela 5.1 Dane demograficzne 40 uczestnikow badania (21 mezczyzn i 19 kobiet).

Srednia i odchylenie standardowe | Zakres
Wiek [lata] | 349+7,6 22-55
Wzrost [cm] | 173,1+9,6 150-205
Waga [kg] 72,0+ 10,8 55-105

Procedura skanowania byta analogiczna dla obu analizowanych systemow. Wszystkie 0soby
byly zobligowane do zalozenia jasnej bielizny oraz przyjecia pozycji A W przestrzeni
pomiarowej, ktéra wymagata rozstawienia nog na szerokos¢ barkéw i odsuniecia rak od ciata
z rownoczesnym ich zgieciem w tokciach (patrz podrozdziat 2.3.4 wyzej). Majac na uwadze
uzyskanie mozliwie najwyzszej jakosci danych, uczestnicy proszeni byli o pozostanie
W bezruchu przez caty czas skanowania. Do wykonania obliczen za pomocg systemu MSP
potrzebny byt tylko skan w jednej pozycji, podczas gdy rozwiagzanie HS wymagato drugiego,
uzupetniajacego skanu ze zmieniong pozycja (rgce podparte na miednicy). Pozycje

skanowania dla obu systemow przedstawione sg na Rysunku 5.1.
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Rysunek 5.1 Pozycje skanowania: A) typu A — wspdlna dla obydwu systeméw MSP oraz HS,
rece oddalone od tutowia i zgiete w tokciach, B) podparta — wykorzystywana jedynie
w systemie HS.

Po przeprowadzeniu skanowania dane byty przekazywane do oprogramowania analitycznego,
ktorego zadaniem bylo wyznaczenie wiasciwych wymiarow (patrz podrozdziat 6.1 nizej).
Koncowym etapem byl pomiar manualny uczestnika badania przez wykwalifikowanego
eksperta. Nalezy zaznaczy¢, iz pozycja pomiarowa przyjeta w tym wypadku nie pokrywata
si¢ z tg stosowang w systemach automatycznych — byla zgodna z klasycznymi standardami
antropometrycznymi, ktére nie borykajg si¢ z problemami takimi jak przestanianie
skanowanego obiektu przez siebie, co wymaga np. odsunigcia rak od tutowia. Przyktadowe

linie pomiarowe wyznaczone opracowang metoda zostaty zilustrowane na Rysunku 5.2.

82



Rysunek 5.2 Wizualizacje przyktadowych linii pomiarowych i punktéw antropometrycznych
pozyskanych opracowang metodg.

5.2. Analiza dokladnos$ci pomiarow

W celu oceny jakosci dzialania algorytmoéw przeprowadzono seri¢ testOw poroOwnawczych,
dla ktérych wyniki pomiaréw zastosowanych metoda tradycyjng postuzyly za punkt
odniesienia. Jednakze nie wszystkie zdefiniowane pomiary w projekcie zostaly uwzglgdnione
w tej analizie. Skoncentrowano si¢ na tych, ktore mozna bylo uzyska¢ zarowno za pomoca
systemu MSP, jak i HS. W zwigzku z tym pomiary XIXI, SySvXpTp, PcRvPI, PcPI, XcXc, ZSv,

ZRv oraz ZPc zostaty pominigte w analizie porownawcze;j.

W pierwszym teScie przeprowadzono pordwnanie pomie¢dzy pomiarem automatycznym
a manualnym. Na podstawie réznic mi¢dzy nimi obliczono bezwzglgdny blad wyrazony

w milimetrach (patrz Réwnanie 5.1) oraz wzgledny btad procentowy (patrz Rownanie 5.2).

Am =m, — My, (5.1)
5, = 2™ 100% (5.2)
= ° 0 .
" mman

gdzie:

Am — bezwzgledny blad wyrazony w milimetrach,
& — procentowy blad wzgledny,
m, — warto$¢ wyznaczona automatycznie,

My, — WYNiK pomiaru manualnego (wzorcowego).
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Jak wspomniano wczesniej, pomiar rgczny zostal uznany za referencyjny, czyli w tym
wypadku 0 zerowym bledzie. Doktadno$¢ wyznaczenia zestawu wymiaréw, uwzgledniajaca
kazdy ze skanow, zaprezentowano ponizej w formie skonsolidowanych wykresow
pudetkowych Tukey’a [338] oddzielnie dla wszystkich badanych na Rysunku 5.3 oraz
zZ podziatem na pte¢ na Rysunku 5.4 (me¢zczyzni) i Rysunku 5.5 (kobiety).

Procentowe btedy wzgledne — kobiety i mezczyzni Btedy bezwzgledne — kobiety i mezczyzni
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Rysunek 5.3 Wykresy pudetkowe Tukey’'a bledow wzglednych oraz bezwglednych dla
mezczyzn i kobiet: wgsy — najnizsze [ najwyzsze wartosci danych mieszczgcych sie w zakresie
1,5 rozstepu éwiartkowego 1QR (z ang. Interquartile Range) od granic kolorowych pudetek
IQR, ktore zawierajg 50% wynikow zawartych pomiedzy pierwszq i trzecig ¢wiartkq dla
kazdego z systemow, czerwone krzyzyki — wartosci odstajgce, okregi — mediany.
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Procentowe btedy wzgledne — mezczyzni Btedy bezwzgledne — mezczyzni
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Rysunek 5.4 Wykresy pudetkowe Tukey’a bledow wzglednych oraz bezwglednych dla
mezczyzn: wqsy — najnizsze i najwyzsze wartosci danych mieszczgcych sie w zakresie 1,5
rozstepu cwiartkowego 1QR od granic kolorowych pudetek IQR, ktore zawierajg 50%
wynikow zawartych pomiedzy pierwszq i trzecig ¢wiartkq dla kazdego z systemow, czerwone
krzyzyki — wartosci odstajgce, okregi — mediany.
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Procentowe bledy wzgledne — kobiety Btedy bezwzgledne — kobiety
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Rysunek 5.5 Wykresy pudetkowe Tukey’'a bledow wzglednych oraz bezwglednych dla kobiet:

wqsy — najnizsze i najwyzsze wartosci danych mieszczgcych sie w 1,5 rozstepu éwiartkowego

IQR od granic kolorowych pudetek IQR, ktore zawierajq 50% wynikow zawartych pomiedzy

pierwszq i trzecig ¢wiartkq dla kazdego z systemow, czerwone krzyzyki — wartosci odstajgce,
okregi — mediany.

Interpretacja wykresow zamieszczonych na Rysunkach 5.3-5.5 wskazuje na zblizony poziom
doktadnosci obu analizowanych systemow automatycznych. Wyniki uzyskane za pomocg
zaproponowanej w pracy metody cechowaly si¢ nieco mniejszym $rednim bledem
procentowym oraz bltedem bezwzglednym w pordéwnaniu do systemu HS. Najwicksza
doktadno$cig 1 stabilno$cig charakteryzowaly si¢ pomiary obwodowe. Pomiary dlugosci
liniowych prezentowaty tylko potowicznie zadowalajacy poziom doktadnosci — w przypadku
wysokosci od uda w gore (ZUo, ZTv, ZSy, Zwo). Z kolei pomiary tukowe cechowaly sie
najwicksza rozpigtoscig btedow i niepewnoscia, co zostato rowniez potwierdzone w kolejnych
testach zaprezentowanych w dalszej czeSci rozdziatu. Rozbieznos$ci te sg zrozumiate, bioragc
pod uwage skomplikowany proces wyznaczania wymiarow tukowych. Definicja punktow
antropometrycznych oraz przebiegu linii pomiarowej byla zwykle znacznie prostsza dla
obwodow 1 dlugosci liniowych niz dla tukéw. Co wiecej, wigkszo$¢ pomiaréw tukowych
sktada si¢ z kilku sekcji, co skutkuje kumulacja btedéw. Zatozony w pracy btad opracowanej

metody na poziomie < 10% wzgledem referencyjnych danych, pozyskanych manualnie przez
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ekspertow, zostal osiggniety dla wigkszosci typow pomiarow w przypadku minimum 50%
0os6b mierzonych. Niemniej jednak nie dla wszystkich, co wskazuje na potrzebe
przeprowadzenia doglebnej analizy kazdego z problematycznych pomiaréw (SVRv, RVSXRyv,
XpXp, Zho i Zko). Ponadto, biorgc pod uwage wszystkie wyniki z wylgczeniem obserwacji
odstajacych o ponad 1,5 IQR, zauwazy¢ mozna, ze rdznica wartosci takze innych wymiarow,
takich jak os, opp, obt, on, oh, SySvXp, RvRv, SyTy, RvNv, XpXp, nie zawsze miescita si¢
w oczekiwanym przedziale. Szczegotowa analiza konkretnych zrodet btgdow i rozbieznosci

ma miejsce w ostatnim podrozdziale 5.6 nize;.
5.3. Ocena spojnosci oraz zgodnoSci absolutnej pomiedzy metodami

Kolejny etap walidacji algorytméw obejmowal ocene wiarygodnosci algorytmow
wymiarowania. Zastosowanie analizy statystycznej w postaci metody korelacji
wewnatrzklasowej ICC [29] pozwolito na oszacowanie stopnia spdjnosci i zgodnosci
absolutnej pomiedzy pomiarami przeprowadzonymi przez trzech sedziow, tj. eksperta oraz
automatyczne systemy HS i MSP. Poprawne obliczenie ICC wymaga wyboru odpowiedniego
modelu. W omawianej sytuacji kazdy z pomiaréw jest oceniany przez identyczng liczbe
sedzidw. Zgodnie z literaturg [339], [340] w takim przypadku wiasciwe podejscie jest opisane
jako dwukierunkowy model mieszany, gdzie spdjno$¢ to ICC(C,1), a zgodnos¢ absolutna
ICC(A,1). Zakladajac, ze rzedy macierzy obserwacji to obiekty pomiaroéw, a kolumny
s¢dziowie, ich formuty obliczeniowe mozna przedstawi¢ w nastepujacy sposob (patrz

Rownania 5.3 1 5.4):

1cc(c,1) = —1r — M3 (5.3)
’ MSR+(k_1)‘MSE '
MSp — MS
1cca,1) = (5.4)

MSp + (k= 1) - MSg + 5 (MSc — MSp)
gdzie:

1CC(C,1) — spojnos¢,

ICC(A, 1) — zgodnos¢ absolutna,

M Sy — $rednia kwadratowa dla kazdego z pomiarow,
MSg — blad Sredniokwadratowy,

MS. — $rednia kwadratowa dla sedzidéw,
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k — liczba s¢dziow,

n — liczba zmierzonych 0sob.

Wspotezynniki ICC(A,1) oraz ICC(C,1) dostarczajag réznych i uzupelniajgcych sie
informacji na temat wiarygodnoséci metody i oba powinny by¢ prezentowane wraz z ich
przedziatami ufnosci [341]. W zwigzku z tym analiza ICC obejmowata wyznaczenie gornych
i dolnych granic 95% tych przedziatéw. Wartosci te mogg wahac si¢ migdzy -1 a +1, jednakze
dla lepszego zilustrowania rezultatow wszelkie ujemne dolne granice zastgpiono zerem, gdyz
byty nieistotne. Interpretacja wspotczynnikow ICC zostata dokonana na podstawie kryteriow
przedstawionych w Tabeli 5.2. Z kolei wyniki obliczen dla zestawu pomiaréw, oddzielne dla

kazdej z par sedziow, przedstawia Rysunek 5.6.

Tabela 5.2 Kryteria oceny spojnosci oraz zgodnosci absolutnej dla wspotczynnika ICC
(opracowanie wiasne na podstawie zrodta: [30]).

Spojnosé/zgodnos¢ absolutna | Dolna granica | Gérna granica
Staba 0,00 0,40
Srednia 0,40 0,59
Dobra 0,60 0,74
Doskonata 0,75 1,00
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Test ICC dla pomiaréw MSP oraz manualnych
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Rysunek 5.6 Wyniki testow spdjnosci i zgodnosci absolutnej ICC dla kombinacji par systemow
MSP i HS oraz manualnego podejscia: Kropki — wartosci wspotczynnika korelacji
wewngtrzklasowej, linie — dolne oraz gorne granice bledow wyznaczenia wspolczynnikow na
poziomie ufnosci 95%.

Zarowno spojnos¢, jak 1 zgodnos¢ absolutna zostala wyznaczona nie tylko dla kazdego

Z typéw pomiaréw oddzielnie, ale réwniez zbiorczo dla grup pomiaréw obwodowych,

tukowych i dlugosci liniowych (szerokosci i wysokosci). Tabela 5.3 przedstawia wyniki

powyzszej analizy.
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Tabela 5.3 Zbiorcze wyniki spdjnosci oraz zgodnosci absolutnej dla kazdej z kombinacji par
sedziow W podziale na grupy pomiarow (obwodowe, tukowe, diugosci liniowe i {gcznie):
S — spojnos¢, 7 — zgodnos¢ absolutna.

Manualne i MSP Manualne i HS MSP i HS

S z s z s z

Obwody 0,93 0,90 0,93 0,87 0,94 |0,92
Luki 0,73 0,67 0,60 0,54 0,70 | 0,69
Dlugosci liniowe 0,79 0,71 0,75 0,68 0,79 | 0,71
Wszystkie 0,84 0,80 0,80 0,74 0,85 |081

Uzyskane wartosci ICC dla pomiarow obwodowych, zgodnie z wytycznymi przedstawionymi
w Tabeli 5.2 powyzej, jednoznacznie potwierdzity doskonalg spojnosé i zgodnos¢ absolutng
manualnych pomiaréw wzgledem obu systemow automatycznych. Z kolei pomiary dlugosci
liniowych prezentowaty jedynie dobrg zgodno$¢ absolutng pomimo doskonatej spdjnosci.
Najgorsze wyniki odnotowano dla dlugosci tukow. W przypadku MSP korelacja byta na
poziomie dobrym dla obu parametrow, natomiast w HS zaobserwowano dobrg sp6jnos¢, ale
jedynie $rednig zgodno$¢ absolutng. Wartosci ICC dla MSP 1 wszystkich typéw pomiarow
tacznie miescity sie¢ w zalozonym w celu pracy doskonalym przedziale i wyniosty 0,84 1 0,80
odpowiednio dla spojnosci i zgodnosci absolutnej (patrz Tabela 5.3 powyzej). Niemniej
jednak taka forma oceny jest niepetna i zbyt uogolniona. Ze szczegdtowej analizy wynika
bowiem, ze zaproponowane algorytmy wymiarowania spetniajg jedynie potowicznie swoje
zadanie co do oczekiwanej korelacji na poziomie doskonatym. Z drugiej strony kazda
z wartosci ICC dla poszczegdlnych grup pomiaréw klasyfikowata si¢ przynajmniej do
kategorii dobrej, a poszczegdlne wyniki byly zanizane przez konkretne problematyczne typy

wymiaréw omowione W podrozdziale 5.2 wyze;j.

Chociaz dziatanie opracowanych algorytméw mozna w ogolnosci uznaé za satysfakcjonujace,
proponowane rozwigzanie nie jest pozbawione wad. Jak wida¢ na Rysunku 5.6 dla 95%
przedziatu ufnosci na 26 przeanalizowanych typéw pomiaréw, 16 charakteryzowato sie
doskonatlg spdjnoscia, 4 dobra, 5 $rednig i 1 stabg. Wyniki systemu HS byly nieco gorsze,
z 15 typami pomiaréw wykazujacymi doskonata spojnos¢, 3 dobra, 4 $rednig i1 4 staba.
Natomiast weryfikacja zgodnosci absolutnej systemu MSP wskazata na doskonatg zgodnos¢
w 10 przypadkach, dobra w 3, $rednig w 5 1 staba w 8. W przypadku systemu HS wyniki byly
nieco gorsze, bo jedynie 7 typéw pomiaréw zmiescito si¢ w kategorii doskonatej, 1 w dobrej,

4 w $redniej i az 14 w stabej. Podsumowujac, wartosci ICC dla proponowanych algorytmow
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okazaty si¢ wyzsze niz W przypadku systemu HS, co oznacza, ze sa one bardziej spdjne
i wykazuja lepsza zgodno$¢ absolutng w stosunku do pomiaréw manualnych. Niemniej
jednak, jak wspomniano wyzej, wWyniki te nie sg idealne i nie wszystkic mieszczg sig¢

oczekiwanym, doskonatym przedziale.
5.4. Ocena powtarzalnosci wymiarowania

Jak wspomniano wcze$niej, kazda osoba byla skanowana trzy razy pod rzad, co umozliwito
ocen¢ powtarzalno$ci wymiarowania za pomoca odchylenia standardowego. W pierwszej
kolejnosci okreslono wariancje dla kazdej grupy trzech pomiardéw tej samej osoby. Potem
obliczono $rednig wariancje wszystkich indywidualnych wariancji uczestnikow. Na koniec
wyznaczono odchylenie standardowe dla danego pomiaru jako pierwiastek kwadratowy

$redniej wariancji. Wyniki testu powtarzalnosci przedstawiono w Tabeli 5.4 ponize;j.

Tabela 5.4 Ocena powtarzalnosci w postaci odchylenia standardowego dla kazdego pomiaru.

Pomiar 0S opX opp ot obt ob or | orl | on ou ok ol
MSP [mm] | 13,0 | 13,2 203 |69 |64 5,2 86 |50 |52 |121 |63 |44
HS[mm] | 7,0 | 10,4 123 | 7,7 |41 4,0 39 |20 |19 |30 (36 |06

Pomiar oh | SySvXp | RVRv | SyTy | RVNv | XpXp | Zwo | ZSy | ZTv | ZUo | ZKo | ZHo
MSP [mm] | 7,6 | 12,3 12,1 | 13,7 | 8,8 11,8 51 |48 |99 |97 |[149 |42
HS [mm] 0,6 |11,5 7,8 54 7,1 3,9 3,7 |27 |59 |44 |20 |04

Powyzsze rezultaty wskazujg na wigkszy rozrzut btedow systemu MSP niz HS, pomimo
bardziej zblizonych do referencyjnych $rednich wartosci wynikow. Jedng z przyczyn moze
by¢ zbyt tagodne przetwarzanie koncowe danych w celu unikni¢cia niepozadanego wplywu
szumu. Analiza wynikéw systemu HS wskazuje na to, ze zastosowana w nim filtracja
i usrednianie danych sg silniejsze. Dodatkowe wygladzanie oraz uzupetnianie dziur
w chmurze punktéw powinno ustabilizowa¢ wyniki wymiarowania, ale jednym z celow
testow bylo zaprezentowanie wydajnosci algorytméw na danych, ktore mozliwie
najdoktadniej odwzorowuja powierzchnie skanowang. System HS wykorzystuje réwniez dwie
pozycje pomiarowe w odroznieniu do jednej w przypadku proponowanego podejscia, co
moze zosta¢ wykorzystane do usredniania czg$ci wynikéw. Ponadto nalezy pamigtaé, ze
system HS istnieje od wielu lat na rynku, co z pewnosciag pozwolilo na rozwigzanie jego
probleméw wieku dziecigcego. Pomimo tego wigkszo$¢ typow wymiarOw miesci si¢

w zatozonym w celach pracy limicie odchylenia standardowego na poziomie < 15 mm.
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Wyjatkiem jest obwod pod piersiami opp, ktory u kobiet zalezny jest od utozenia i typu

biustonosza oraz fald tkanki migkkiej wokot niego.
5.5. Porownywalno$¢ pomiarow manualnych i automatycznych

Analiza jako$ciowa obejmowata réwniez test kompatybilnosci pomigdzy wynikami
pozyskanymi automatycznie i manualnie. W tym celu zastosowano si¢ do zalecen normy ISO
20685, ktora umozliwia oceng zgodnosci pomiaréw technikami 3D z tradycyjnym,
manualnym podejSciem antropometrycznym. Zdefiniowane przez nig poziomy akceptacji
btedow zostaly zaprezentowane w Tabeli 5.5 nizej. Norma ta wymaga rowniez opracowania
skanow co najmniej 40 osob, co zostalo uwzglednione w trakcie analizy. Wyniki

przeprowadzonego testu porownywalno$ci pomiaréw przedstawiono na Rysunku 5.7 nize;.

Tabela 5.5 Poziomy akceptacji bledow wg ISO 20685 do oceny poréwnywalnosci pomiaréw
antropometrycznych 3D z tradycyjnymi (opracowanie witasne na podstawie zrodta: [32]).

Typ pomiaru Akceptowalny blad [mm]
Wysokosci +4
Dhugosci odcinkow +5
Glegbokosci +5
Szerokosci +4
Mate obwody +4
Duze obwody +9
Wymiary stop i glowy (z wlosami) +4
Wymiary dtoni i glowy (bez wtosow) | +1

92



Test poréwnywalnosci ISO 20685

‘e gey  Obwody

os| [ MsP
" [ Human Solutions | =~ =

- L -
opx

opp
ot
obt

ob7 B

-

lz;-ﬂ

or

orl

“j@jﬁmﬂﬂm.iniu.“
B :

on

ou

ok

B
L

.H”._@._

o]
oh
SvRv

RVSXRV_. e

SySvXp [:S::
RVRv| - =
SyTy| P e

OO S S

- kuki

Pomiary
i

i
RvNv : : : : :0: lﬁ". ! ! g ! ! ! : g 1
X, . gey b4t Diugosciliniowe

oo 0 oo
Zwo| A R 1 H—
Z8y| L i :

ZTv

‘ o 5
U UUU UUUUUN FUOO SOURUON SOURUOR SUUORIL SUUUOON NUPRO SURURE R || L E
ZUo i
I
|
|

ZKo i g

1 1 | | 1 | | | | | A= 1 1 | 1 | | | L L | |
60 -55 -50 -45 -40 -35 30 25 20 -15-10 -5 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70

Przedziat ufnosci [mm]

Rysunek 5.7 Wyniki testow porownywalnosci pomiaréw manualnych z automatycznymi:
wyszarzone pole — dopuszczalny zakres btedow wg normy ISO 20685, okregi — srednie biedy,
prostokgty — dolne oraz gorne granice bledow pomiarowych dla poziomu ufnosci 95%.

Eksperyment ten miat na celu oceng mozliwosci zastgpienia Wprost pomiarow manualnych
przez automatyczne metody. Z analizy przedstawionej na Rysunku 5.7 powyzej
jednoznacznie wynika, ze wigkszo$¢ analizowanych typéw pomiaréw nie spetnita kryteriow
doktadnosciowych tego rygorystycznego testu (patrz Tabela 5.5 wyzej). W przypadku
opracowanej metodyki wymiarowania jedynie 5 rodzajéw pomiaréw (ot, orl, ok, Zwo i ZHo)
pomyslnie go przeszto. Natomiast w systemie HS bylo ich jeszcze mniej i tylko 3 (ok, RVNv
i ZHo) spetnity kryteria normy. Warto nadmieni¢, ze w poréwnaniu z innymi pomiarami,

ktore przeszly ten test, spojno$¢ i zgodnos$¢ absolutna ZHo (wysokos$¢ kostki) jest staba
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I nieakceptowalna dla obu systemow 3D (patrz Rysunek 5.6 wyzej). Wartosci wspotczynnika
ICC dla pomiaréw liniowych okazaty si¢ by¢ skorelowane z ich dlugoscig. Im kroétszy byt
odcinek mierzony, tym gorsze wyniki go cechowaty. Potwierdza to przypadek najmniejszej
wysokosci ZHO o najstabszych wynikach ICC. Zwigzane jest to glownie z faktem, ze
wzgledny blad procentowy tego pomiaru jest wysoki. Co wiecej, tego typu pomiary nie sg
bezwzgledne, tak jak obwody i dlugosci tukow, lecz wyznaczane sg w relacji do podtoza,
ktorego wysokos$¢ szacowana jest z pewng doktadnoscig w procesie obarczonym wlasnymi

btedami.

Podobne problemy i zrodta bledéow wystepuja nie tylko w przypadku metod rozwijanych
w ramach niniejszej pracy, ale réwniez w innych obecnie stosowanych systemach
antropometrii 3D. Wiele badan przeprowadzonych w tym zakresie pokazuje, ze spetnienie
wymagan normy [ISO 20685 jest w wiekszosci przypadkow niemozliwe, nawet biorac pod
uwagg tylko najprostsze rodzaje pomiarow obwodow i dhugosci liniowych [46], [328]-[330],
[342], [343]. Z drugiej strony, o ile spelnione sg odpowiednie warunki, takie jak dobra
spojnos¢ wynikow danego systemu 3D, mozliwe jest zastosowanie wspotczynnika korekcji
i zmodyfikowanie rezultatbw na jego podstawie. W takim wypadku poréwnywalnosé
pomiaréw recznych z automatycznymi moze by¢ zadowalajaca [26], [330]. Roéznice
w wynikach mozna przypisa¢é m.in. niespojnej interpretacji i detekcji punktow
antropometrycznych wykorzystywanych do wyznaczenia przebiegu linii pomiarowych oraz
odmiennej pozycji pomiarowej. Niemniej jednak poprawa doktadnosci i stabilnosci ich
lokalizacji na skanie 3D, zwtaszcza w przypadku miejsc podskornych, powinna pozwoli¢ na
osiggniecie lepszych rezultatow. Automatyczna identyfikacja punktéw antropometrycznych
bywa zdecydowanie bardziej skomplikowana, ale pozwala osiagna¢ lepsza powtarzalnosé¢
i przewidywalno$¢ wynikow w odréznieniu do metod tradycyjnych, co zostalo omoéwione

w podrozdziale 2.5 wyzej.

Przydatnos¢ tej metody ISO do oceny zgodnosci migdzy metodami r¢cznymi i cyfrowymi
bywa poddawana w watpliwos$¢ przez niektorych badaczy ze wzgledu na swa restrykcyjnosé
i niespojnos¢ definicji antropometrycznych [46]. Alternatywnie do oceny niezawodnosci
i powtarzalnosci pomiaré6w dokonywanych zaréwno przez eksperta, jak i systemy
automatyczne stosuje si¢ réwniez m.in. maksymalny dopuszczalny btad pomiaru MAD
(zang. Mean Absolute Difference) [344]. Szeroko stosowane kryteria akceptacji lub
odrzucenia wynikéw na podstawie MAD dla pomiaréw antropometrycznych zostaly
opracowane na podstawie doswiadczen i wynikow badan ANSUR 1 [17].
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5.6. Rozbieznos$ci miedzy wynikami automatycznych i manualnych pomiarow

W celu lepszego zrozumienia zrédet bledow przeprowadzono szczegdélowa analizg
doktadno$ci w postaci histograméw rozkladu procentowych btedow wzglednych (patrz
Rownanie 5.2 wyzej). Pozwolito to na zidentyfikowanie mocnych i stabych stron
omawianych metod oraz wykrycie réznic w zastosowanych podejsciach. Wyniki mieszczace
si¢ w obrgbie 1,5 rozstepu ¢wiartkowego podzielono na klasy. Kazda z warto$ci w danym
przedziale obliczona zostata jako procent catkowitej liczby pomiardw, a réznica miedzy
kolejnymi klasami wynosita 2%. Ze wzgledu na znaczng liczbg typow pomiarow
wyselekcjonowano i opisano ponizej jedynie te uznane za istotne. Wybrane znormalizowane
histogramy doktadnosci wyznaczania dla gtownych grup pomiaréw zostaly zaprezentowane
na Rysunkach 5.8-5.10. Rysunek 5.11 ilustruje przyktad nieobslugiwanego pomiaru przez
system HS, a Rysunek 5.12 przedstawia problematyczny przypadek.
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Rysunek 5.8 Przyktadowe znormalizowane histogramy doktadnosci wyznaczania obwodow:
0S — obwad szyi, ok — obwaod kolana.
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Rysunek 5.9 Przyktadowe znormalizowane histogramy doktadnosci wyznaczania fukow:
SySvXp — dtugosc przodu do piersi, SYTY — dtugosc plecow.
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Rysunek 5.10 Przyktadowe znormalizowane histogramy doktadnosci wyznaczania szerokosci
I wysokosci: XpXp — szerokos¢ miedzypiersiowa, ZKO — wysokosé kolana.
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Rysunek 5.11 Przyktadowe znormalizowane histogramy doktadnosci wyznaczania pomiaru
nieobstugiwanego przez system HS.: SySvXpTp — tuk diugosci przodu przez piers.
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Rysunek 5.12 Przyktadowe znormalizowane histogramy doktadnosci wyznaczania
problematycznego wymiaru: SVRv — fuk barkow tytu.

Wyniki obliczen obwodu szyi os w systemie MSP byly zazwyczaj blizsze uzyskanym
manualnie niz w przypadku HS (patrz Rysunek 5.8 wyzej). Dla odmiany przypadek ok
(obwod kolana) prezentowat znacznie lepszg zbieznos¢ wynikow. Jednak patrzac na Rysunek
5.10 powyzej, gdzie ZKo to wysoko$¢ kolana, mozna zauwazy¢, ze zaden z automatycznych
systemow nie obliczyl wysokosci w taki sam sposob, W jaki zrobit to ekspert manualnie.
Oprogramowanie Human Solutions z reguly lokalizowato kolano ok. 20 mm nizej, podczas
gdy MSP 40 mm wyzej niz ekspert w trakcie pomiaru recznego. Mimo to wyniki obliczen ok
dla obu systemOéw mozna uzna¢ za wystarczajaco doktadne wg ISO 20685, poniewaz ich

btedy sa mniejsze niz 4 mm. Oznacza to, ze wartos¢ obwodu kolana jest mato zmienna
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W obregbie pewnego przedzialu wysokosci. Testy ICC potwierdzaja te hipoteze. Spdjnosé
I zgodno$¢ absolutna z 95% przedziatlem ufnosci dla ok sa na poziomie doskonatym, ale dla
Zko tylko dobrym lub stabym. Zrédlem problemu jest nieprecyzyjna definicja $rodka kolana.
Jak wida¢ na tym przykladzie, lokalizacja punktow antropometrycznych nie zawsze jest
oczywista, co czasami moze prowadzi¢ do nieprawidlowego pomiaru. Taki scenariusz miat
réwniez miejsce podczas wymiarowania kobiecego biustu. Histogram doktadnosci szerokosci
miedzypiersiowej XpXp mozna zobaczy¢ na Rysunku 5.10. Punkty sutkow nie byty zwykle
widoczne podczas skanowania kobiet ze wzgledu na sztywne biustonosze, co uniemozliwiato
ich fatwe wykrycie na podstawie tylko krzywizny Gaussa tak jak u mezczyzn. W zwigzku
ztym konieczne bylo przyjecie pewnych przyblizonych zalozen dotyczacych lokalizacji

brodawek. W rezultacie dtugos¢ XpXp byta nieco krétsza niz zmierzona r¢cznie.

Nastepna kategoria histogramow zostata przedstawiona na Rysunku 5.9 wyzej i obejmuje dwa
pomiary tukowe: SySvXp (dtugos$¢ przodu do piersi) i SyTy (dtugos$¢ plecow). W przypadku
SySvXp wyniki wymiarowania sg zblizone do tych uzyskanych re¢cznie, ale ich warto$¢é jest
z reguly nieco zanizona. Uzupehieniem tego pomiaru, nieuwzglednionym w HS, ale istotnym
z punktu widzenia celow projektu Formfit, jest pomiar SySvXpTp (dtugo$¢ przodu przez piers)
przedstawiony na Rysunku 5.11 wyzej. Charakteryzuje si¢ on akceptowalnymi wynikami
pomimo kumulacji bledow wynikajacych z niedoktadnosci wykrywania kolejnych punktow
orientacyjnych ciata, przez ktoére przebiega linia wymiarowania. Nieprecyzyjna lokalizacja
punktow wynika z powodow, takich jak niewidoczne sutki czy niejednoznaczna definicja
nasady szyi Sv. Przykladowo punkt Sv, zdefiniowany w zalozeniach metody jako ten
0 najwiekszym zagi¢ciu pomig¢dzy szyja a ramieniem, znajduje si¢ W teorii w miejscu
przecigcia linii szyi z mig¢sniem czworobocznym z jej boku. Jego opis wywodzi si¢
z dziedziny konstrukcji odziezy i nie jest naturalny dla antropometrii, co powoduje, ze jest
trudny do zlokalizowania réwniez w manualny sposob [21]. WyZej omawiane pomiary
cechuje ponadto staba powtarzalno$¢, nie tylko w przypadku systeméw automatycznych, ale
i pomiedzy roznymi ekspertami. Wartosci SyTy sa w wigkszosci rOwniez zanizone wzgledem
referencyjnych, jednak ma to raczej zwigzek z charakterem tego typu pomiaréw, a nie
z metoda lokalizacji punktéw antropometrycznych Sy (kreg C7) i Ty (talia pod kregiem C7).
Doktadno$¢ detekcji tych punktow jest na stosunkowo zadowalajacym poziomie, na cO
wskazujg inne pomiary bezposrednio z nimi zwigzane — wysoko$¢ szyi ZSy i talii ZTv, co
mozna zaobserwowa¢ na Rysunkach 5.3-5.5 wyzej. Rozbiezno$¢ wyznaczonych diugosci

wyzej wspomnianych tukéw moze wynikaé¢ z faktu, iz podczas recznego pomiaru tasma
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miernicza przylega do wigkszej powierzchni plecow i nie znajduje si¢ tak blisko kregostupa,
jak w przypadku pomiaréw automatycznych. Moze to budzi¢ watpliwosci, czy pomiar reczny
jest zawsze najlepszym wyborem do zastosowan antropometrycznych, majac dodatkowo na

uwadze jego niejednokrotnie stabg powtarzalnos¢.

Wyniki uzyskane w tradycyjny sposéb moga si¢ rézni¢ w zalezno$ci od osoby mierzacej,
postawy ciata w trakcie badan czy jako$ci narzedzi mierniczych. Pomiar obwodu bioder
z uwzglednieniem wypuktosci brzucha obt stanowi przyktad stabosci podejscia manualnego.
Reczne obliczanie obt nie jest trywialnym zadaniem, poniewaz wymaga przystawienia do
brzucha pomocniczego arkusza papieru, ktory musi by¢ sztywny i stabilny przez caly czas
trwania pomiaru. Dla odmiany, przypisany mu algorytm komputerowy jest do$¢ prosty
I przewidywalny, gdyz operuje bezposrednio na geometrii powierzchni ciata i pozwala na jej

swobodng analize, przez co jego wynik mozna uzna¢ za bardziej wiarygodny.

Cze$¢ pomiarow dtugosci, takich jak np. tuku barku SvRv, barkéw przodu RVSXRV czy barkow
tylu RVRv, charakteryzuje wysoki rozrzut w przypadku obu automatycznych systemoéw, co
mozna zaobserwowa¢ na Rysunku 5.12 dla przypadku SvRv i zbiorczym zestawieniu na
Rysunkach 5.3-5.5 wyzej. Wyniki HS dla SVRv cechujg mniejsze warto$ci niz te wyznaczone
r¢cznie Czy za pomoca proponowanych algorytmow MSP. Jak wida¢ na Rysunku 5.13
ponizej, zanizone wartosci pomiaru SVRV uzyskane za pomoca systemu HS wynikajg
Z niespojnej definicji pozornie takich samych wymiarow. Po pierwsze, linia pomiarowa HS
jest prosta i nie lezy na powierzchni ramienia, a co za tym idzie jest krotsza. Po drugie,
pomiedzy systemami wystepujg roznice W sposobie lokalizacji punktu szyi Sv i wyrostka
barkowego Rv. Pozycja przyjeta przez osobe badang ma istotny wplyw na potozenie punktu
Rv. Odsuni¢cie ramion od tulowia, charakterystyczne dla postawy A, powoduje uniesienie
tego punktu oraz zmiang geometrii linii barku. Ponadto nie zawsze osoby mierzone sg
W stanie unie$¢ rgce w ten sam sposob. W przypadku recznego pomiaru ten problem nie miat
miejsca. Niespdjnos¢ potozenia wyrostka barkowego ma tez wplyw na wymiary RVRv,
RVSXRvV i RVNv (dtugos¢ konczyny gornej). W przypadku RVSXRV rozrzut wynikow jest jednak
nieco mniejszy dzigki relatywnie tatwo lokalizowanej charakterystycznej krzywiznie dotu
szyjnego pomigdzy obojczykami SX bedacego czeSciag tego pomiaru. Analogiczna sytuacja ma

miejsce dla RvNv, gdzie Nv to punkt nadgarstka.
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Rysunek 5.13 Rdznice w sposobach pomiaru tuku barku SVRvV pomiedzy omawianym
podejsciem a systemem HS na przyktadzie danych ze skanera HS.

Warto zwroci¢ uwage na inny problem zwigzany z pomiarami obwodow klatki piersiowe]
przez piersi opx i pod nimi opp. Ich wyniki uzyskane za pomocg automatycznych metod maja
z reguly wigksza warto$¢ niz w przypadku manualnego podejscia. Niemniej jednak testy ICC
pokazuja, ze dlugosci te sg spojne. Powodem tej rozbieznosci jest m.in. to, ze ludzie maja
tendencj¢ do cofania topatek podczas skanowania. Ponadto klatka piersiowa rozszerza si¢
w trakcie oddychania nawet o 6-8 cm [345], co moze stanowi¢ dodatkowy problem. Z Kkolei
btedy w pomiarach obwoddéw piersi u kobiet mogg tez mie¢ zrodlo w zle dobranym
biustonoszu [346]. W tradycyjnej antropometrii oczekiwana pozycja klatki piersiowej jest na

biezgco kontrolowana przez eksperta.

Warto podkresli¢, ze raportowana doktadno$¢ wyznaczenia geometrii powierzchni przez
uzyte skanery 3D dotyczy obiektow statycznych (patrz Tabela 3.1 wyzej). W przypadku
skanera MSP akwizycja danych trwata ok. 3 s, a HS 10 s. Przy takim czasie skanowania
mimowolne ruchy rak czy tulowia sg nieuniknione, CO ma istotny wplyw na bledy
odwzorowania powierzchni czlowieka. Orientacja danych z poszczegolnych sensorow
zaktada, ze dopasowywane dane sg ciatem sztywnym. W przypadku proponowanego systemu
pomiar obwodu nadgarstka on byt czgsto utrudniony przez niedoktadno$¢ ztozenia chmur na
krancach rgk. Wynikalo to z tego, ze dlonie sa najbardziej oddalone w tancuchu
kinematycznym szkieletu ciata liczac od sztywnego polozenia stop na podtozu. Jest to jeden

z powodow, dla ktorego pomiary byly kazdorazowo powtarzane (patrz podrozdziat 5.1
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wyzej). Najefektywniejszym rozwigzaniem byloby zastosowanie nowoczesnych skanerow
fotogrametrycznych, ktére pozwalajg skrocic ten czas nawet do 0,01 s [290], ale wigze sig to
z regulty bardzo wysoka ceng urzadzenia. Przytoczony skaner Botspot Neo o takich
parametrach kosztuje 200 tysiecy dolarow amerykanskich [283]. Alternatywa sa bardziej
zaawansowane algorytmy orientacji wzajemnej danych wielosensorowych uwzgledniajace

opisywang niesztywnosc.

Inne powody réznic w wynikach pomiarow pomigdzy omawianymi automatycznymi
podejsciami moga obejmowac rdéznice w grubosci dobieranego przekroju, poziom szum
pomiarowego, stopien pokrycia skanowanego ciala i zwigzane z nim braki w danych czy
odmienne podejs$cie do pomiaru (np. zastosowany w systemie HS przekr6j w poziomie przez

noge zamiast prostopadle do jej osi kosci).

100



6. Praktyczne zastosowanie metody w przemysle odziezowym

6.1. Opracowane aplikacje

Algorytmy stuzace do wymiarowania ciata czlowieka zostaly napisane w jezyku
programowania C++. Zaimplementowano je w postaci wtyczek srodowiska FRAMES (z ang.
Framework and Robust Algorithms for Models of Extreme Size). Oprogramowanie to,
opracowane przez zespol badawczy OGX|OPTOGRAPHX Wydzialu Mechatroniki
Politechniki Warszawskiej, jest kompleksowym srodowiskiem do wizualizacji oraz
przetwarzania duzych i skomplikowanych obliczeniowo danych 3D/4D. Wtyczki sktadajg si¢
z metod zawierajgcych implementacje kolejnych etapow przetwarzania, do ktorych

odniesienia prezentowane sg w formie NazwaWtyczki.Metoda w niniejszej pracy.

Zaimplementowane narzg¢dzia zostaly zintegrowane z Systemem do ewidencji i analizy
danych antropometrycznych AWiOR oraz aplikacja graficzng MSP sluzacag do obstugi
skanera. Oprogramowanie to bylo czescig demonstratora technologii wykonanego we
wspolpracy z konsorcjantem projektu Formfit — firmg Medcore. Potaczenie opracowanego
procesu przetwarzania z wyzej wymienionymi zewnetrznymi programami bylo mozliwe
dzicki dodaniu modulu komunikacji miedzyprocesowej IPC (z ang. Interprocess
Communication) do srodowiska FRAMES. Pozwala on na ptynng wymiang danych, polecen
I wzajemne sterowanie pomigedzy dwiema niezaleznymi aplikacjami. W tym celu
zaimplementowano klasy IPCServer oraz IPClient w oparciu o mechanizm tzw. 1acz
nazwanych klasy QLocalSocket biblioteki Qt [347]. Funkcjonalno$¢ ta wykorzystywana jest
przez aplikacje uzytkownika koncowego systemu. Oprogramowanie MSP pracuje jako serwer
IPC, ktory uruchamia srodowisko FRAMES bedace klientem. Dzigki temu moze wywotywaé

odpowiednie metody wtyczek oraz otrzymuje status przeprowadzanych operacji.

Za koordynacje catego procesu przetwarzania (patrz rozdziat 4 wyzej) od strony $rodowiska

FRAMES odpowiada wtyczka Formfit, ktorej dziatanie obejmuje cztery gtowne etapy:

¢ inicjacje skanowania 3D i obrobke danych pozyskanych bezposrednio z sensoroéw,
e wstepne przetwarzanie chmury punktow,
e wlasciwy proces wymiarowania, ktory zalezy od typu oczekiwanego wymiaru,

e eksport danych.
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6.1.1. Skanowanie 3D

Algorytmy odpowiedzialne za przygotowanie gotowego modelu 3D powierzchni ciata
cztlowieka w postaci chmury punktow zostaly zaimplementowane we wtyczce FormfitScan.

Jej metody wywotywane sg jako pierwsze przez nadrzedny modut Formfit.

W pierwszej kolejnosci wtyczka FormfitScan uruchamia kolumny pomiarowe skanera w celu
przeprowadzenia procesu skanowania 3D i pozyskania surowych chmur punktow. Do tego
celu wykorzystywana jest metoda FormfitController.CloudsManager, ktora odpowiedzialna
jest za komunikacje¢ ze skanerem. Uzytkownik ma mozliwos¢ modyfikacji parametru
okreslajacego typ pomiaru — synchroniczny lub sekwencyjny. Nalezy nadmienic¢, iz metody
do niskopoziomowej obstugi systemu skanujgcego zostaly zaimplementowane przez innych
cztonkéw zespolu badawczego w ramach projektu Formfit. Niemniej jednak ich integracja
z zewngtrznym oprogramowaniem MSP byla czgécig niniejszej pracy. Zaimplementowana
komunikacja IPC umozliwita konfiguracj¢ parametréw skanowania, uruchomienie
I przerwanie akwizycji, wizualizacj¢ postgpu procesu czy wyswietlenie statusu obecnego

etapu przetwarzania. Rysunek 6.1 przedstawia widok aplikacji MSP w trakcie pomiaru.

t msp [ESRE
® 0

Realizacja pomiaru

Skanowanie Metryka

018 = id pomiaru
{c615fd18-c211-4736-9884-07cb0ffbb3a7}
= numer funkcjonariusza

123 [x]
= formacja
Policja v
« pion (zalezne od listy: formacja (Policja))
Kryminalny -
*pte¢

Postgp skanowania 1] A
= data urodzenia (rrrr-mm-dd)

I 25% 1986-08-01 [
* wojewodztwo
lubelskie v

Skanowanie w toku * email
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opis.

tekst []
waga

79

Rysunek 6.1 Widok aplikacji MSP w trakcie pomiaru obstugiwanego przez modut komunikacji
IPC.

102



W kolejnym kroku przetwarzania wtyczki FormfitScan usuwane s3 punkty szumowe za
pomoca dostgpnych w srodowisku FRAMES metod Clouds_Segmentation.HausdorffFiltering
oraz Clouds_Segmentation.Boundary. Algorytm w Clouds_Segmentation.HausdorffFiltering
opiera si¢ na wykorzystaniu przestrzeni Hausdorffa do podziatlu punktéw pozyskanych ze
skanera na grupy i eliminuje te o niewielkiej liczbie punktow. Z kolei metoda
Clouds_Segmentation.Boundary jest odpowiedzialna za identyfikacje i usunigcie krawedzi

chmury punktow, ktore cechujg si¢ duzym poziomem szumu.

Bezposrednie dane zwrocone przez skaner poprzez FormfitController.CloudsManager
obejmuja 8 wstepnie skalibrowanych ze soba wzajemnie chmur punktéw (gorne i dolne dla
kazdej z 4 kolumn). Dane te wymagaja dodatkowej, doktadnej orientacji wzajemnej, do ktorej
wykorzystywana jest wtyczka ICP.NodeToNode wbudowana w $rodowisko FRAMES.
Zaimplementowana w niej metoda ICP pozwala na wyznaczenie optymalnej transformacji
pomiedzy chmurami. Po zakonczonym procesie orientacji chmur punktéw dochodzi do ich
scalenia. W celu usuniecia potencjalnie duzych, niepozadanych obiektow, ktore mogly zostaé
przypadkowo zeskanowane (np. podest) i nie zostaty wyeliminowane w pierwszym etapie

filtracji, ponownie stosowana jest metoda Clouds_Segmentation.HausdorffFiltering.

Ostatni etap przeksztatcenia surowych chmur punktow w pelny model 3D sylwetki ciata
cztowieka obejmuje zastosowanie algorytmow do wyznaczania wektorow normalnych
Clouds_NormalVectors.CalculateUsingLocalBestFitPlane, ujednolicenie ich kierunkoéw
Clouds_NormalVectors.ConsistentNormalReorientation oraz wygladzenic przy pomocy
dopasowania ptaszczyzn Clouds_SmoothingPlaneFitting.SmoothingPlaneFitting, co pozwala

zredukowa¢ szum pomiarowy na powierzchni skanowane;.

Podstawa dziatania powyzszych algorytméw zostata opisana doktadniej w podrozdziale 4.1.1

wyzZej.
6.1.2. Algorytmy wymiarowania

Detekcja punktow antropometrycznych i wiasciwe algorytmy wymiarowania poprzedzone sg
przetwarzaniem wstepnym, ktore sktada si¢ z dwoch gtownych etapéw: segmentacji oraz
wyznaczenia krzywizny Gaussa modelu. Algorytmy segmentacji zawarte zostaty we wtyczce
FormfitSegmentation, a obliczenie krzywizny Gaussa modelu w CurvatureEstimation.
Szczegotowy opis obu etapoéw, wraz z pseudokodem w przypadku segmentacji (patrz Tabela

4.1) i zaimplementowanymi rownaniami dla krzywizny (patrz zestaw Réwnan 4.1), mozna
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znalez¢ odpowiednio w podrozdziatach 4.1.2 i 4.1.3 wyzej. Do rozwigzywania uktadow

liniowych i operacji na macierzach wykorzystywane byly funkcje biblioteki Eigen [348].

Zarowno algorytmy wymiarowania wirtualnego modelu, jak i metody detekcji punktow
antropometrycznych zostaly zaimplementowane we wtyczce FormfitMeasure. W kazdym
przypadku linia wymiarowania ma unikalny przebieg, ktory obejmuje jeden lub wigcej
punktow orientacyjnych. Implementacja metod ich wykrywania zostata oparta wprost o opis

3D, ktory przedstawiony zostat w Tabeli 4.2 wyze;.

Do wyznaczenia otoczki wypuktej, bedacej czgscig wymiarowania obwodéw 1 tukow,
wykorzystano biblioteke Qhull [349]. Pseudokod algorytmu obliczania dlugosci obwodow
zaprezentowany jest w Tabeli 4.3, tukéw w Tabeli 4.4 a dtugosci liniowych w Tabeli 4.5.

Koncepcja dzialania powyzszych algorytméw zostata opisana doktadniej w podrozdziatach

4.214.3 wyzej.
6.1.3. Eksport danych

Na wyjsciu gtownej wtyczki Formfit powstaje tzw. paczka pomiarowa, ktora sktada sig¢

Z nastgpujacych elementow:

e measurements.xml — plik zawierajagcy kompletne wyniki pomiarow ciata,

e scan.ply — binarny plik w formacie PLY (z ang. Polygon File Format) [350], ktory
przechowuje model 3D sylwetki w formie chmury punktéw, a takze pomocnicze
punkty linii wymiarowania wykorzystywane do ich wizualizacji,

e front.jpg oraz side.jpg — pliki zawierajace widoki od frontu i profilowy w postaci

zrzutéw ekranow okna renderowania aplikacji FRAMES.

Do paczki pomiarowej dotaczany jest ponadto wygenerowany przez aplikacje MSP plik
metric.xml z danymi metrykalnymi. Tak przygotowana paczka moze by¢é wczytana

i przekazywana zarowno w trybie offline, jak i online pomigdzy instancjami systemu

AWIOR.

Za eksport wynikow pracy wtyczki wymiarujacej FormfitMeasure odpowiadaja nastepujace
metody: ExportXML, ExportPLY i ExportScreenshots.
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ExportXML

Do zapisu wynikoéw wymiarowania ciata uzywany jest format pliku XML (z ang. Extensible
Markup Language) [351], ktory przechowuje informacje o czasie wykonania pomiaru,
jednostce miary oraz szczegotowe dane dotyczace poszczegolnych wymiardw, takie jak liczba
porzadkowa, nazwa, numer i wynik. W zwigzku z ograniczeniami wizualizacyjnymi
oprogramowania AWiOR eksportowane sg jedynie wysokosci lewych czesci ciata. Struktura

przyktadowego pliku XML zostata przedstawiona w Tabeli 6.1 ponize;.

Tabela 6.1 Przyktadowy plik measurement.xml zawierajgcy komplet wymiarow ciata osoby
skanowanej pozyskanych za pomocg wtyczki FramesMeasure.

<?xml version="1.0"?> — deklaracja XML

<Measurements created="01-01-2018 00:00:00" unit="cm"> — data utworzenia pliku, jednostka
miary

<measurement id="1" name="0s" measurementNumber="1520">42.09</measurement> —wynik pomiaru o liczbie

porzadkowe;j id, nazwie

<measurement id="47" name="ZHo" measurementNumber="0120">8.27</measurement> name oraz numerze
pomiaru
measurementNumber

</Measurements>

ExportPLY

Chmure punktow osoby skanowanej oOraz pomocnicze punkty do wizualizacji linii
wymiarowania zapisywane sg w formacie binarnym PLY z kolejnoscig bajtow little endian
[352]. Kazdemu punktowi modelu przypisane sg wspotrzedne, wektor normalny oraz numer
klasy, ktory okre§la jego przynaleznos¢ (0 — element modelu 3D, 1-47 — punkt linii
wymiarowania o danej liczbie porzadkowej). Przyktadowy plik scan.ply jest przedstawiony
w Tabeli 6.2.

Tabela 6.2 Przyktadowy plik scan.ply zawierajgcy skan 3D wraz z liniami wymiarowania.

nagtéwek pliku

ply

format binary_little_endian 1.0 — format zapisu danych

comment Author: MSP Formfit — informacje o autorze i oprogramowaniu generujgcym plik

obj_info Generated by MSP Formfit

element vertex 1244517 —liczba punktow w pliku

property float x — wartos¢ wspotrzednej x punktu

property float y — wartos¢ wspotrzednej y punktu

property float z — wartos¢ wspotrzednej z punktu

property float nx — wartos¢ wektora normalnego x punktu

property float ny — wartos¢ wektora normalnego y punktu

property float nz — wartos¢ wektora normalnego z punktu

property char dla — nr klasy okreslajgcy przynaleznosc¢ punktu; 0 — model 3D, 1-47 punkt linii

end_header wymiarowania wg liczby porzgdkowej wymiaru (measurement id z
pliku measurement.xml opisanego wyzej)

sekcja danych w postaci binarnej
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ExportScreenshots

Rzuty 2D widokow od frontu oraz lewego profilu sylwetki eksportowane sg do formatu JPEG
(z ang. Joint Photographic Experts Group) [353]. Obrazy te wykorzystywane sg przez
oprogramowanie AWiOR jako podglad, ktéory pozwala unikng¢ wolniejszego tadowania
calego modelu 3D. Mozliwos¢ wykonania zrzutow ekranu jest czescig funkcjonalnosci
srodowiska FRAMES. Odpowiednie ustawienie kamery w przestrzeni 3D mozliwe jest dzigki
wczesniejszej transformacji chmury punktéw do znanego uktadu wspotrzednych w procesie

przygotowania danych (patrz podrozdziat 4.1.1 wyzej).

Przekazana do aplikacji MSP paczka pomiarowa zostata zaprezentowana na Rysunku 6.2
ponizej. Z kolei Rysunek 6.3 przedstawia pogladowy widok ekranéw aplikacji AWiOR do
analizy statystycznej bazy wymiaréw skanowanej populacji i podgladu poszczegdlnych
wynikéw pomiardw danej osoby, ktore zostaly przekazane do bazy danych w formie paczki

pomiarowej.

cecha wartese symbol aigeryem ot

& wy

Rysunek 6.2 Koncowy etap procesu skanowania i wymiarowania — Wczytanie przekazanej
przez wtyczke FormfitMeasure paczki pomiarowej do aplikacji MSP.
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Rysunek 6.3 Widoki ekranow aplikacji AWiOR do analizy statystycznej wymiaréw i podglgdu
poszczegolnych wynikow pomiarow danej osoby.

6.2. Pomiary w ramach projektu Formfit

Jedng z licznych grup, odczuwajacych negatywny wplyw przestarzalych systemow
klasyfikacji rozmiarow na komfort noszenia odziezy, sg polscy funkcjonariusze Policji, Strazy
Granicznej, Biura Ochrony Rzadu 1 Strazy Pozarnej. Przed zakonczeniem projektu Formfit
w 2017 roku, ktorego gtownym celem bylo rozwigzanie tego problemu, ostatnia aktualizacja
przypisanych im tabel rozmiarowych w Polsce miata miejsce w potowie lat 80. W tym samym
czasie zmienila si¢ tez demografia oraz budowa ciata zatrudnionych osdb — m.in. wzrosta

liczba kobiet w szeregach tych formacji.

W zwigzku z tym po pomys$lnym zakonczeniu wstgpnych testow systemu MSP rozpoczeto
realizacje wiasciwych badan funkcjonariuszy shuzb mundurowych na szeroka skale. Prototyp
skanera MSP postuzyt do przeprowadzenia serii sesji pomiarowych, trwajacych od kilku do
kilkunastu dni. Wysoka modularno$¢ systemu umozliwita jego tatwe przemieszczanie na
terenie catej Polski. Badania obejmowaty pomiar wytypowanego personelu Biura Ochrony
Rzadu w Warszawie (214 oséb, w tym 172 mezczyzn i 42 kobiety), Centrum Szkolenia
Strazy Granicznej w Ketrzynie (196 osob, w tym 154 mezczyzn 1 42 kobiety) oraz Osrodka
Szkolen Specjalistycznych Strazy Granicznej w Lubaniu (155 os6b, w tym 122 me¢zczyzn i 33
kobiety). Dodatkowo ok. 2800 osob zostato zmierzonych za pomoca systemu HS. Dane

antropometryczne, zebrane za pomocg obu rozwigzan, poshuzyty do aktualizacji typow
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sylwetek stosowanych w konstrukcji odziezy specjalistycznej i wyznaczenia nowych tabel

rozmiaréw dla stuzb mundurowych.

Analiza statystyczna i testy pokrycia starych typoszeregdw ubran zostaly wykonane przy
uzyciu zewngtrznej aplikacji AWiIOR, omoéwionej w podrozdziale 6.1 wyzej. Okazato sie, ze
w przypadku niektorych popularnych typoéw odziezy, np. zimowych spodni Strazy
Granicznej, wymiary prawie polowy 0sob nie mieszczg si¢ w zadnym z przedzialow tabeli
rozmiarow. Przypadek ten przedstawiono na Rysunku 6.4 ponizej. Ponadto analiza pozwolita
na wyodrgbnienie nowych typdéw sylwetek, nie branych pod uwage wczesniej w procesie
projektowania odziezy dla funkcjonariuszy. Potwierdzilo to nie tylko zasadno$¢ realizacji
projektu Formfit, ale i ujawnilo skal¢ problemu. Naturalnie, niektéore z nieprawidtowo
dopasowanych mundurdéw sg uzywane pomimo tego, ale prowadzi to do dyskomfortu i wigze
si¢ z kosztownymi poprawkami krawieckimi. Regularna aktualizacja typoszeregdéw ubran jest
niezbedna, aby zapobiec niepotrzebnym stratom magazynowym drogiej odziezy
specjalistycznej. O ile nadal nie bedzie mozliwe zapewnienie idealnie dopasowanej garderoby
dla kazdej osoby, to ogdlny komfort jej noszenia moze ulec znacznej poprawie.

il @ & [spodniesizimowe
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Rysunek 6.4 Widok zewnegtrznego narzedzia AWIOR do analizy i optymalizacji tabel
rozmiarow dla spodni stuzbowych zimowych: os X — wzrost, os Y — obwod w talii, niebieskie
prostokqty — Stare tabele rozmiarow, zielone kropki — dane zmierzonych 0s6b w ramach
projektu Formfit.

W ostatniej fazie projektu Formfit zeskanowano 32 funkcjonariuszy Policji w celu ostatecznej
weryfikacji systemu i proponowanej metodyki. Umozliwito to przygotowanie dla nich ubran
szytych na miarg, bez potrzeby wykonywania pomiarow rgcznych.
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7. Podsumowanie

7.1. Realizacja celow badawczych

Przedmiot niniejszej rozprawy doktorskiej dotyczyt opracowania oraz weryfikacji metody
automatycznego pomiaru ciata cztowieka na potrzeby przemyshu odziezowego na podstawie
danych ze skanera 3D. Gtowny cel pracy zostal osiagniety poprzez zaproponowanie,
implementacj¢ i przetestowanie procedury, ktora umozliwia przetwarzanie danych w postaci
chmury punktow do formy zestawu wymiaréw uzytecznych dla projektowania odziezy
I szeroko pojetych badan antropometrycznych. Opracowanie koncepcji poprzedzono byto
przegladem literaturowym przedstawionym w rozdziale 2 wyzej, ktory to zostat pdzniej
zaktualizowany na potrzeby niniejszej rozprawy by przedstawia¢ mozliwe pelny 1 aktualny
stan wiedzy w zakresie dynamicznie rozwijajacych si¢ technik pomiaru ciata czlowieka.
Szczegotowe cele i zalozenia pracy przedstawione zostaty pokrotce w podrozdziale 1.2 wyzej,

a komentarz co do rezultatow ich realizacji ponize;.

Pierwszym celem naukowym bylo stworzenie w pelni udokumentowanej metodyki
automatycznego wyznaczania wymiarOw antropometrycznych 0 bigdzie procentowym
wzgledem wynikow pomiarow manualnych ponizej 10%, powtarzalno$cia z odchyleniem
standardowym mniejszym niz 15 mm oraz doskonalym wspoétczynnikiem spojnosci
i zgodno$ci absolutnej ICC. W rozdziale 4 niniejszej pracy przedstawiono peing Sciezke
przetwarzania dla cyfrowej antropometrii, poczawszy od przygotowania surowych danych
pozyskanych za pomoca skanera 3D do postaci pelnego modelu geometrii ciata czlowieka,
a skonczywszy na szczegdélowym opisie zlozonych pomiaréw wielosegmentowych. Opis
metody uzupelniajg pseudokody pozwalajgce na reprodukcj¢ opracowanych w trakcie pracy

algorytmow.

Z analizy przedstawionej w rozdziale 5 wynika, ze pomimo staran, zalozony w pracy
procentowy blad metody wzgledem danych referencyjnych zebranych rg¢cznie przez
specjalistow zostat osiggniety jedynie polowiczne biorgc pod uwage wszystkie wyniki
Z wylaczeniem obserwacji odstajacych. Jednakze, zaktadajac mniej restrykcyjne minimum
50% przypadkow, jedynie 5 typow pomiardow nie spetnito oczekiwan. Pomiary obwodowe
wyrozniaty si¢ najwicksza doktadnoscig. Liniowe wykazaty sie silng zaleznoscig od dtugosci
i doktadnos$ci wyznaczenia punktow antropometrycznych i pomocniczych. Podobna sytuacja
miala miejsce w przypadku pomiarow tukowych, ktore cechowala najwigksza rozbiezno$é¢

wynikow spowodowana gtdéwnie wplywem niekompatybilnej pozycji pomiarowej wzgledem
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manualnej procedury oraz kumulacjg bledow lokalizacji punktéw antropometrycznych. Dla
odmiany precyzja i powtarzalno$§¢ metody wymiarowania, zbadana na podstawie kolejnych
pomiaréw tej samej osoby, miescila si¢ w zatozonym w celach pracy limicie odchylenia
standardowego. Wyjatkiem byt jedynie obwod pod piersiami, na ktéry istotny wptyw ma ruch
klatki piersiowej, a dodatkowo u kobiet bielizna.

Analiza spojnosci i zgodno$ci absolutnej technik antropometrycznych, przeprowadzona za
pomocg testow ICC, wykazata doskonaly stopien korelacji pomigdzy pomiarami
obwodowymi wykonanymi manualnie i za pomoca zaproponowanej metody. Z kolei pomiary
dhugosci liniowych, pomimo doskonatej spdjnosci, cechowaty si¢ jedynie dobra zgodnoscia
absolutng. Najgorsze wyniki odnotowano dla wyznaczania dlugosci tukow, w przypadku
ktorych oba parametry uzyskaty jedynie dobrg korelacj¢. Analiza poszczegolnych rodzajow
pomiaréw oddzielnie wykazata, ze nie zawsze Kkorelacja na poziomie doskonalym byta
mozliwa do osiaggnigcia. Niemniej jednak zbiorcza ocena spdjnosci i zgodnosci absolutnej dla
wszystkich typéw pomiaréw 1 catego systemu byla doskonata, z wartosciami ICC

wynoszacymi odpowiednio 0,84 i 0,80.

Kompleksowa analiza jakosci algorytméw wymiarowania utrudniona jest poprzez
roznorodnos$¢ potencjalnych problemow charakteryzujacych poszczegdlne typy pomiardw.
W rozdziale 5 wyzej podjeto dyskusj¢ w tym zakresie i omowiono szczegoétowo zrodia
btedow dla poszczegdlnych typéw pomiaréw, a ograniczenia metody podsumowano

w podrozdziale 7.2.2 nizej.

Kolejny cel naukowy obejmowal zapewnienie automatyczno$ci procesu przetwarzania
danych. W zwigzku z tym poszczegolne etapy, takie jak filtracja, segmentacja i wzajemna
orientacja skanu, detekcja punktoéw antropometrycznych czy wyznaczanie linii pomiarowej,
zaprojektowano tak, aby byly bezobstugowe. Cel ten byt mozliwy do zrealizowania poprzez
wykorzystanie zaawansowanych technik przetwarzania danych 3D oraz wiedzy a priori
0 charakterystyce powierzchni ciata cztowieka, co opisano w rozdziale 4 wyzej. Przebieg linii
pomiarowej proponowanej metody jest wyznaczany zgodnie z zasadami dziatania tasmy
mierniczej dla krzywych i1 obwodoéw oraz cyrkla antropometrycznego dla dlugosci
i szerokosci. Do imitacji utozenia tasmy na ciele stosowana jest metoda otoczki wypuktej,
a analizowana grubos$¢ przekroju odpowiada szerokosci tasmy mierniczej. Nasladownictwo
dziatania cyrkla antropometrycznego obejmuje z kolei bezposrednie obliczenie odlegtosci

euklidesowej pomigdzy punktami antropometrycznymi.
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Wyniki i wnioski wyciagnigte z pracy moga przyczyni¢ si¢ do zobiektywizowania
I usprawnienia metod przeprowadzania nowoczesnych badan antropometrycznych, co bylo
ostatnim celem naukowym prezentowanej rozprawy. Automatyczny pomiar ciala na
podstawie chmury punktow jest znacznie szybszy od tradycyjnych technik pomiarowych
I cechuje go mniejsza podatnos¢ na btedy zwigzane z czynnikiem ludzkim. Pozwala to na
przeprowadzanie badan na wickszej probie populacji w krétszym czasie, co moze zwigkszy¢
zakres 1 wiarygodno$¢ analizy antropometrycznej. Zastosowanie danych 3D umozliwia
ponadto petniejsze zrozumienie ksztaltu i proporcji ciata, oferujac narzgdzia do analizy
niemozliwej do przeprowadzenia manualnie. Na rynku istniejg systemy 3D odpowiadajgce na
te potrzebe, co zostalo przedstawione w 2.4 wyzej. Niemniej jednak wsrdéd obecnie
stosowanych metod do przeprowadzania badan 3D ciata cztowieka na duza skale brak jest
rozwigzan otwartych, o jasnym schemacie dzialania algorytméw wymiarowania. Z reguly
deklarowana jest przez nie jedynie niepodparta oficjalnie dostepng weryfikacjg zgodnos¢ ze
standardami, ktore to zreszta najczgéciej nie powstawaly z mys$lg o analizie danych 3D.
W odpowiedzi na to wyzwanie zawarto w pracy holistyczny opis algorytméw cyfrowego
pomiaru ciata cztowieka, ktory pozwala na zreprodukowanie omawianego procesu obliczen
danych, zewnetrzng walidacje, a takze podjecie szerszej dyskusji w celu poprawy ew. bledow
w sposobie dziatania czy rozwoju metody w przysztosci. Dzigki mozliwosci wersjonowania

algorytmow dane mozna tez przeliczy¢ ponownie i poréwnac skuteczno$¢ modyfikacji.

Pierwszym celem aplikacyjnym bylo przystosowanie algorytméw do obstugi kompleksowego
zestawu wymiarow, ktory moze by¢ zastosowany do projektowania réznych typow ubran.
Wymagania zostaty okreslone przez zespot ekspertow z Instytutu Wiokiennictwa w Lodzi
w oparciu o do$wiadczenie w konstrukcji odziezy, przedyskutowane w ramach konsultacji
interdyscyplinarnych oraz odpowiednio zaadaptowane majagc na uwadze charakter
skanowania 3D i rdéznice wzglgdem tradycyjnego pomiaru Krawieckiego. Pozwolito to
przygotowa¢ doktadny opis 3D sposobu wyznaczenia 13 pomiaréw obwodowych,
9 tukowych, 3 szeroko$ci i 9 wysokosci na podstawie 17 punktow antropometrycznych
rozmieszczonych na catym ciele (patrz spisy w Tabelach 1.1 i 1.2 oraz opis metody

w rozdziale 4 wyzej).

Weryfikacja konkurencyjnosci i zasadnosci tworzenia nowego systemu do cyfrowej
antropometrii 3D stanowita kolejny istotny element omawianych badan. Przeprowadzona
w rozdziale 5 wyzej analiza jako$ci dzialania metody obejmowata nie tylko skonfrontowanie
jej wynikow z pomiarami rgcznymi, uznawanymi powszechnie za ztoty standard w dziedzinie
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antropometrii, ale i z automatycznymi. Opracowany w ramach projektu system poréwnano
z rozwigzaniem firmy Human Solutions be¢dacej jednym z lideréw na §wiatowym rynku. Na
podstawie opisanej wczesniej wstepnej analizy doktadnosci i powtarzalnosci wynikow mozna
stwierdzi¢, ze jakos¢ uzyskana za pomocg proponowanej metodologii jest poréwnywalna,
a w niektorych aspektach nawet lepsza, niz w przypadku konkurencyjnego podejscia.
Z drugiej strony ani rozwijany system MSP, ani referencyjny HS nie przeszedt testu
zaproponowanego W normie ISO 20685, ktéry ocenia poréwnywalno$¢ migdzy pomiarami
recznymi 1 automatycznymi (patrz podrozdzial 5.5 wyzej). Oznacza to, ze bezposrednie
przetozenie wynikow pozyskanych automatycznie na tradycyjne nie zawsze jest oczywiste
lub w ogoéle mozliwe. Praca nad pelng kompatybilnoscig stanowi kolejny obszar do
doskonalenia w celu zwigkszenia konkurencyjnosci proponowanego rozwigzania. Jednakze
pytaniem otwartym pozostaje to czy jest to w kazdym scenariuszu projektowania odziezy

konieczne bedac swiadomym roznic 1 specyfiki pomiaru 3D.

Przeprowadzone badania wykazaty, ze podstawowe zatozenia, zgodnych z obowigzujacymi
normami, pomiaréw manualnych i automatycznych nie s3 w petni kompatybilne. W zwigzku
Z tym réznice pomigdzy nimi musza by¢ brane pod uwage podczas projektowania odziezy
I wyznaczania jej nowych tabel rozmiarow w celu zminimalizowania niejednoznacznosci
i blgdow. Niespdjnos¢ postawy pomiarowej, CzZy niemozno$¢ palpacyjnego okreslenia
potozenia punktéw antropometrycznych na i pod powierzchnig skory ciata, to jedne
Z przyktadéw rozbieznoSci pomig¢dzy tymi technikami. Ponadto rozne standardy cechujg
czegsto rozmyte i niespojne definicje potozenia punktow antropometrycznych czy miejsc
przebiegu linii pomiarowej, co tym bardziej utrudnia wiarygodng automatyzacje¢ procesu.
Niepewnos¢ W detekcji  punktow antropometrycznych dotyczy nie tylko technik
automatycznych. Manualnie wyznaczone punkty orientacyjne réwniez nie gwarantujg
najlepszej korelacji miedzy cialem a odzieza. Pomiar 3D powierzchni ciala moze w tym
przypadku dostarczy¢ dodatkowych informacji, ktore moga by¢ wykorzystane
W projektowaniu odziezy, a ktore nie sa dostepne w tradycyjny sposob. Zastosowanie
zaproponowanej metody cyfrowej pozwala rowniez na wykonanie wigkszej liczby pomiarow
w krotkim czasie. Podsumowujac, metoda ta moze by¢ zastosowana z sukcesem w praktyce

przemystowej, czego dowodem jest tego przyktad opisany ponize;j.

Po etapie wstepnej walidacji algorytmow (patrz rozdziat 5 wyzej), zaproponowana metoda

zostala uzyta do przeprowadzenia badan antropometrycznych 565 funkcjonariuszy stuzb

mundurowych, w tym 117 kobiet i 448 me¢zczyzn. Wyniki analizy stanowity cze$¢ wkiadu
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potrzebnego do aktualizacji typoszeregow odziezy stuzbowej. Pozostale dane, dotyczace ok.
2800 oso6b, dostarczyt system HS. Tabele rozmiarow ubran funkcjonariuszy mundurowych
zostaly zoptymalizowane tak, aby zapewni¢ maksymalne mozliwe pokrycie populacji. Dzigki
temu liczba zle dopasowanych munduréw powinna ulec znaczacemu zmniejszeniu. Ze
wzgledu na dynamik¢ zmian w budowie ciata ludzkiego i1 charakterystyki populacji
funkcjonariuszy zalecane jest okresowe powtarzanie tego procesu, ktore moze by¢ dokonane
przy uzyciu omawianego systemu. Chociaz same tabele zostaly opracowane przez innych
konsorcjantow projektu Formfit, dane antropometryczne sg wynikiem zastosowania
opisywanej metody. Ostatnia faza praktycznej walidacji systemu obejmowata pomiar grupy
32 funkcjonariuszy policji jedynie za pomoca opracowanych algorytméw. Pozwolilo to na
zaprojektowanie dla nich munduréw szytych na miarg. Pomiary dla celéw projektu Formfit

zostaly szczegdtowo opisane w podrozdziale 6.2 wyzej.

W toku prac opracowano ponadto szereg narzedzi do przetwarzania danych poczawszy od
wtyczek s$rodowiska FRAMES odpowiedzialnych za poszczegolne etapy procesu
pozyskiwania wymiardOw, przez mi¢dzyprocesowy modut komunikacji z aplikacja
uzytkownika koncowego do obstugi systemu MSP, az po eksporter wynikow w formacie
zgodnym z wymaganiami zewnetrznego oprogramowania do analizy i przechowywania

danych AWIOR (patrz podrozdziat 6.1 wyzej).

Wyniki wyzej opisanych badan, wraz z cato$ciowym opisem procesu wymiarowania na
podstawie chmury punktéw oraz jego zastosowaniem w kontek$cie przygotowania nowych
typoszeregow ubran funkcjonariuszy stuzb mundurowych, zostaty opublikowane w ramach
artykutu [354] (liczba cytowan na dzien 5 maja 2024 r. oraz 2-letni IF (z ang. Impact Factor —

wskaznik cytowan) za 2022 r.):

e L. Markiewicz, M. Witkowski, R. Sitnik, i E. Mielicka, ,,3D Anthropometric
Algorithms for the Estimation of Measurements Required for Specialized Garment
Design”, Expert Syst. Appl., t. 85, s. 366385, 2017, doi: 10.1016/j.eswa.2017.04.052
(liczba cytowan: 45, IF: 8,5)

oraz zaprezentowane na konferencji 3DBODY.TECH 2017 w Kanadzie [355]:

e L. Markiewicz, E. Mielicka, G. Wasilewski, K. Mularczyk, L. Napieralska, i R.
Sitnik, ,,Unification Process for Uniforms with Use of 3D Body Scanning”,

w Proceedings of 3DBODY.TECH 2017 - 8th International Conference and
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Exhibition on 3D Body Scanning and Processing Technologies, Montreal, Canada:
Hometrica Consulting - Dr. Nicola D’Apuzzo, 2017, s. 170-178. doi:
10.15221/17.170.

Ponadto zdobyte w trakcie realizacji niniejszej pracy doswiadczenie 1 wiedza pozwolity
wspoméc  dalsze badania w  dziedzinie detekcji punktow  antropometrycznych
z wykorzystaniem sieci CNN [255] oraz rekonstrukcji ciata cztowieka na podstawie zdjec
metodg SfS [68], ktore zostaty opublikowane w czasopismach naukowych i byly podstawa

obrony dwoch prac magisterskich:

e M. Kozbiat, L.. Markiewicz, 1 R. Sitnik, ,,Algorithm for Detecting Characteristic
Points on a Three-Dimensional, Whole-Body Human Scan”, Appl. Sci., t. 10, nr 4, sty.
2020, doi: 10.3390/app10041342 (liczba cytowan: 4, IF 2,7),

e W. Krajnik, L. Markiewicz, i R. Sitnik, ,,sSfS: Segmented Shape from Silhouette
Reconstruction of the Human Body”, Sensors, t. 22, nr 3, 2022, doi:
10.3390/522030925 (liczba cytowan: 4, IF 3,9).

7.2. Wnioski wynikajace z badan

7.2.1. Korzysci z zastosowania metody

Chociaz opracowana metoda nie spelnia w pelni wszystkich zalozonych kryteriow
jakosciowych, jej efektywne wykorzystanie w badaniach antropometrycznych dla potrzeb
przemystu odziezowego nadal jest mozliwe. Jak wykazano w trakcie badan, jej zastosowanie
umozliwia identyfikacje nowych typow sylwetek, tworzenie doktadnych tabel rozmiarow oraz
zwigkszanie efektywnosci procesu poprzez skrocenie czasu pozyskiwania i przetwarzania
danych. Efekty pracy moga pomé6c w obiektywizacji i ulepszeniu procedur przeprowadzania
nowoczesnych badan antropometrycznych oraz usystematyzowaniu wiedzy o nowoczesnych

technikach pomiaru ciata, co opisano powyzej w podsumowaniu osiggni¢tych celow.

Automatyczna analiza danych 3D pozwala na wyeliminowanie bledéow i niespojnosci
pomiedzy réznymi ekspertami, co ma kluczowe znaczenie w przypadku nieprecyzyjnych badz
niejednoznacznych definicji miejsc pomiarowych. Z kolei bezposrednie wykorzystanie
chmury punktéow umozliwila przeprowadzanie linii pomiarowych mozliwie blisko
rzeczywiste] geometrii ciata ludzkiego. Pozwala to na osiaggniecie powtarzalnych,
precyzyjnych i doktadnych pomiarow, 0 ile uwzglednione zostang nieuniknione rozbieznosci

pomiedzy tradycyjnym podejsciem antropometrycznym, a nowoczesnym cyfrowym.
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Dzigki dotychczasowym wynikom pozyskanym za pomocg opracowanej metody, mozliwe
stato si¢ podjecie dziatan majacych na celu zwigkszenie komfortu noszenia odziezy, redukcje
strat magazynowych i ujednolicenie tabel rozmiaréw pomig¢dzy ré6znymi polskimi stuzbami
mundurowymi. Mozliwos¢  przeprowadzania  powtarzalnych,  modyfikowalnych
I rozszerzalnych pomiarow otwiera nowe perspektywy w przysztym monitorowaniu zmian
ciala ludzkiego na przestrzeni czasu. To z kolei przeklada si¢ na zmniejszenie

skumulowanego kosztu iteracyjnego procesu aktualizacji typoszeregéw odziezy.

Opracowane w trakcie pracy narzedzia przetwarzania chmury punktow do postaci danych
antropometrycznych maja potencjal do szerszego zastosowania w przemysle odziezowym.
Dzigki ich integracji z zewnetrznym oprogramowaniem do analizy 1 ewidencji danych,
powstaly system umozliwia szybkie, wiarygodne 1 powtarzalne zbieranie informacji
0 charakterystyce wymiardéw ciala, co jest niezbedne do usprawnienia procesu projektowania
i produkcji odziezy. Co wigcej, proponowana S$ciezka przetwarzania nie jest ograniczona
jedynie do zastosowan w odziezownictwie, lecz po niewielkiej adaptacji moze by¢
z powodzeniem stosowana w innych dziedzinach, takich jak monitorowanie postepow

¢wiczen czy rehabilitacji.
7.2.2. Ograniczenia

Najwigkszy wplyw na wyniki wymiarowania ma doktadno$¢ wyznaczenia punktow
antropometrycznych oraz jakos$¢ analizowanej powierzchni, na podstawie ktorej wyznaczana
jest linia pomiarowa. Zaproponowana metoda antropometrii 3D jest o tyle efektywna,
precyzyjna oraz powtarzalna, o ile zapewnione sg dobrej jakosci i przewidywalne dane
wejsciowe, co nie zawsze jest mozliwe. Mimowolna zmiana postawy w trakcie skanowania
osoby mierzonej podczas trwania tego procesu wptywa istotnie na jako$¢ zeskanowanych
danych, a co za tym idzie na koncowe wyniki algorytméw wymiarowania. Glowne zrodia

potencjalnych btedéw sa nastepujace:

e nickompletno$¢ danych i niepoprawno$¢ odwzorowania geometrii w wyniku
przestonie¢, szumu, bielizny, wlosow czy niedoskonato$ci zastosowanej metody
skanowania 3D,

e czynnik ludzki obejmujacy zmienno$¢ ksztattu ciata w zaleznosci od przyjetej
postawy, oddechu, kotysania si¢, napigcia lub drzenia migéni czy nawet pory dnia,

a takze niedopatrzenia operatora systemu lub koordynatora sesji pomiarowej,
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e niespdjnos¢ pozycji pomiarowej zarowno w obrebie kolejnych powtdrzen pomiaru tej
samej osoby, jak i pomigdzy réznymi ludzmi, ktéra wymaga ciagltego monitorowania,

e czas skanowania, ktory przektada si¢ bezposrednio na trudno$¢ w utrzymaniu statej
pozycji, krotszy pozwolitby unikng¢ probleméw z orientacja wzajemng chmur
punktéw z réznych chwil czasowych,

e rozbiezno$ci pomiedzy standardami antropometrycznymi w obrebie definicji oraz
niepelna kompatybilno$¢ pomigdzy tradycyjnym podejsciem a cyfrowym (prace
prowadzone m.in. przez IEEE P3141 nad standaryzacja przetwarzania ciata cztowieka
w 3D sa caly czas w toku, a ich zakonczenie nadal nie gwarantuje rozwigzania
wszystkich probleméw),

e niedoktadnos¢ wyznaczenia punktoéw antropometrycznych wynikajgca czgsto ze zbyt
rozmytych definicji ze wzgledu na ich nienamacalny charakter, zwlaszcza
w przypadku osob z wysokim poziomem tkanki tluszczowej utrudniajgcym detekcje
podskornych punktow szkieletowych, dla ktorych analiza krzywizny powierzchni nie
jest oczywista,

e wady oprogramowania, skanera 3D czy niedoktadnos¢ kalibracji.

Powyzsze problemy s3a typowe nie tylko dla zaproponowanego rozwigzania, ale dla
wszystkich systemow cyfrowej antropometrii 3D. Pomimo znacznych postepow w dziedzinie
automatycznej lokalizacji punktow orientacyjnych ciata, bedacych podstawg pomiaru
antropometrycznego, jak dotad nie znaleziono metody, ktora bytaby w pelni niezawodna,
wszechstronna i jednocze$nie wydajna. W zwigzku z tym wazne jest doktadne przedstawienie
sposobu pomiaru i przyjetych zatozen. W przypadku wspodtpracy z przemystem odziezowym
konieczne s3 konsultacje interdyscyplinarne, aby osiggng¢ zamierzong doktadnosé
i adaptowalno$¢ wynikow. Wymagaé¢ to moze dostosowania si¢ do oczekiwan danego
producenta odziezy 1 przyjetych przez niego standardow. Wada zaproponowanego systemu
jest rowniez cena i niska dostgpnos¢ dla masowego odbiorcy. Warto zatem $ledzi¢ rownolegle
rozw0j mobilnych skanerow 3D i metod wykorzystujacych techniki glebokiego uczenia do
estymacji wymiardw ciala na podstawie ograniczonych danych pozyskanych za pomoca tatwo

dostepnych narzedzi.

Cze$¢ z powyzszych probleméw wydaje sie by¢ nieunikniona. Niemniej jednak
dotychczasowe wyniki pokazaly, ze pomimo tego metoda moze by¢ z sukcesem zastosowana

do przeprowadzenia profesjonalnych badan antropometrycznych na szeroka skale. WyniKi
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dotychczasowych prac wykazaly si¢ wysokim potencjalem rozwojowym 1 nie odbiegaty

znaczaco od rezultatow pozyskanych za pomoca uznanego systemu komercyjnego, CO moze

stanowi¢ solidng podstawe do dalszych badan, ktorych plan zaprezentowano ponize;.

7.3. Perspektywy dalszych badan i rozwoju metody

Dalsze prace nad rozwojem zaproponowanej metody pomiaru ciala na podstawie chmury

punktéw obejmuja:

zwigkszenie doktadnosci, precyzji i niezawodnosci pomiaru poprzez:

o Uzupelnianie ubytkéw w skanach na etapie przygotowania danych, co pozwoli
na pelniejsze odwzorowanie powierzchni czlowieka,

o Wykorzystanie uczenia maszynowego do uniezaleznienia algorytmow
segmentacji i detekcji punktow antropometrycznych od pozycji pomiarowej
i budowy ciata osoby mierzonej, co powinno zwigkszy¢é uniwersalno$é,
skuteczno$¢ i powtarzalnos¢ metody,

o zastosowanie szybszego skanera w celu minimalizacji wplywu bledow
wynikajgcych z ruchu mierzonej osoby w trakcie badania i/lub metod
rejestracji  ciata deformujacego si¢ do taczenia chmur punktow
Z poszczeg6lnych sensoréw,

O Wwspomozenie operatora systemu pomiarowego poprzez opracowanie
algorytmu detekcji btednej postawy i zglaszanie nieprawidlowos$ci na biezaco,

szeroko zakrojone testy algorytmdéw na zréznicowanej anatomicznie grupie osob, co
umozliwi ocen¢ skutecznosci metody na wigkszej probie populacji i zaproponowanie
odpowiednich optymalizacji rozwigzania w razie potrzeby,

testy poréwnawcze wynikow wymiarowania na podstawie chmury punktow z danymi
poddanymi dodatkowej rekonstrukcji 3D ciata najnowszymi metodami, obejmujgcymi

dopasowanie modeli parametrycznych czy swobodng deformacje siatki trojkatow.

Ponadto planowane jest zbadanie mozliwosci wykorzystania zaproponowanych algorytmow

W nastepujacych obszarach:

tworzenia nowych standardow pomiaréw antropometrycznych dla specjalistycznej
odziezy, co pozwoli na lepsze dopasowanie ubran do potrzeb wymagajacych
uzytkownikéw (np. dla komandoséw, sportowcoOw czy osdb z nietypowa budowa

ciala), gdzie wymagana jest wigksza dokladno$¢ pomiaru 1 uwzglednienie
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niesymetrycznosci czy specyfiki budowy ciala danego czlowieka tak, aby proces
projektowania oraz produkcji byt bardziej zautomatyzowany,

pomiaréw funkcjonalnych 4D obejmujacych analiz¢ zmian wymiarow ciata cztowieka
w ruchu, co pomoze lepiej zrozumie¢ i zidentyfikowa¢ kluczowe parametry ciala, a co
za tym idzie zwigkszy¢ komfort uzytkowania ubran zaprojektowanych
z wykorzystaniem tej metody,

monitorowania oraz analizy medycznej nie tylko za pomoca wymiarow 1D
pozyskiwanych opracowang metoda, ale tez wykorzystujac przewage danych 3D 14D,
ktore w odroznieniu od metod manualnych umozliwiajg m.in. sledzenie catego ptata

fragmentu powierzchni ciata cztowieka.
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