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Streszczenie

Bardzo szybki rozwo6j dziedziny przetwarzania j¢zyka naturalnego (ang. Natural Language
Processing), a w szczego6lnos$ci pojawienie si¢ nowych modeli jezyka (BERT, RoBERTa, TS5,
GPT-3) spowodowat gwattowny wzrost skuteczno$ci w rozwigzywaniu standardowych proble-
mow. Wptynelo to rowniez znaczaco na jako$¢ wynikow w tematyce ekstrakeji informacji ze
zwyktego tekstu. Przyktadowo, dla zadania wykrywania jednostek nazewniczych (ang. Named
Entity Recognition, NER) w samym tylko 2018 roku udato si¢ osiagna¢ przyrost o 1.88 pp miary
F dla zbioru CoNLL 2003 (wcze$niej na taki przyrost trzeba byto czeka¢ 11 lat). Te sukcesy
spopularyzowaly uzycie technik ekstrakcji informacji w celu automatyzacji proceséw bizneso-
wych, gdzie wiekszos¢ dokumentow posiada bogata strukture graficzng.

Celem niniejszej rozprawy doktorskiej jest zbadanie mozliwosci istniejagcych metod wyko-
rzystywanych do ekstrakcji informacji z dokumentoéw o bogatej strukturze graficznej, koncep-
tualizacja problemow, jakie wystepuja w tej dziedzinie, oraz zaproponowanie wtasnego mecha-
nizmu, ktoéry poprawia jakos$¢ dotychczasowych rozwigzan.

Wszystkie postawione cele pracy zostaly zrealizowane, czego efektem koncowym byto utwo-
rzenie nowego modelu LAMBERT, ktéry dzigki wstrzyknieciu informacji o pozycji tokendw na
stronie osigga znaczaco lepsze wyniki na trzech zbiorach domenowych: Kleister NDA, Charity

oraz SROIE.



Abstract

The rapid development of the domain of Natural Language Processing (NLP), and particularly
the introduction of new language models (BERT, RoBERTa, T5, GPT-3) resulted in large im-
provements in solving standard problems. This also substantially influenced the quality of in-
formation extraction from plain text. For instance, in case of Named Entity Recognition (NER),
only in 2018 an increase of F} score on the CONLL 2003 dataset by 1.88 was achieved. Before
that, reaching a similar increase took 11 years! These successes enabled the adoption of infor-
mation extraction techniques in the field of business process automation, where the majority of
documents are not simply plain text, but are endowed with rich layout structure.

The goal of this thesis is the investigation of capabilities of existing methods used for infor-
mation extraction from visually rich documents, conceptualization of the problems occurring in
this field, and finally proposing a new mechanism which improves the quality of hitherto used
solutions.

All the presented aims of the thesis have been reached, giving rise to the LAMBERT layout-
aware language model. Thanks to injecting the information about token positions on the page, it
achieves significant improvements on three datasets from the domain of end-to-end information

extraction from visually rivh documents: Kleister-NDA, Kliester-Charity and SROIE.
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1 Wprowadzenie

1.1 Motywacja

Ekstrakcja informacji (ang. Information Extraction, IE) jest bardzo waznym aspektem zagad-
nienia robotyzacji procesOw biznesowych (ang. Robotic Process Automation, RPA) zwigzanych
z przetwarzaniem dokumentow. Przewiduje si¢, ze w 2022 roku cata branza zwigzana z au-
tomatyzacja bedzie warta ponad 600 miliardow dolaréw (w 2020 roku warta byta okoto 480
miliardéw dolaréw) [39]. Znaczacy postep technologiczny w dziedzinie przetwarzania jgzyka
naturalnego (ang. Natural Language Processing, NLP) sprawia, ze automatyczne przetwarza-
nie dokumentéw jest mozliwe i staje si¢ bardzo wazng czg$cig wspomnianej branzy. Istnieje
jednak nastgpujacy problem: wickszos¢ dokumentéw biznesowych zawiera w sobie nie tylko
zwykly tekst, ale rowniez roznego rodzaju struktury (przyktadowo: tabele, listy, tekst pogru-
biony czy formularze), ktore uniemozliwiajg poprawne przetwarzanie aktualnie istniejgcymi
metodami (przetwarzajacymi tekst w postaci sekwencji tokenéw). Na dodatek da si¢ zauwa-
zy¢, ze mechanizmy pojawiajace si¢ od poczatku 2019 roku, uwzgledniajace nie tylko tekst, ale
w jaki$ sposob strukture dokumentow, nie dziatajg lepiej od ostatnio wprowadzonych modeli
jezyka [18, 29, 14, 8, 24].

Nieodzownie zatem pojawia si¢ potrzeba zrozumienia probleméw wynikajacych z ekstrak-
cji dokumentoéw o bogatej strukturze graficznej (ang. Visually Rich Documents, VRDs) oraz za-
proponowania rozwigzania uwzgledniajacego aspekty struktury dokumentu. Ma to szczegdlne
znaczenie dla rozwoju technologicznego wielu firm, w ktérych obieg informacji odbywa si¢

poprzez réznego rodzaju dokumenty przekazywane w postaci plikow PDF, Word itp.

1.2 Opis problemu
1.2.1 Ekstrakcja informacji

Wyobrazmy sobie sytuacje, w ktorej kto$ pracujacy jako historyk ma za zadanie uporzadkowac

dokumenty o charakterze biograficznym. Przyktadowo, majac do dyspozycji tekst!:

Urodzit si¢ 29 wrze$nia 1881 w domu nr 13 przy ulicy Jagiellonskiej we Lwowie,
w zydowskiej rodzinie Artura Edlera i Adeli (zdomu Landau) von Misesow. Ojciec

Ludwiga byt absolwentem Politechniki w Zurychu. Potem pracowat w austriackim

1Zrédto: https://pl.wikipedia.org/wiki/Ludwig_von_Mises



Ministerstwie Kolei jako inzynier. Ludwig byt najstarszym z tréjki chtopcow. Je-
den z braci umart w dziecinstwie, natomiast Richard zostal znanym matematykiem.
W latach 1892—1900 Ludwig von Mises uczgszczat do prywatnej szkoty podstawo-

wej we Lwowie.

chce wydoby¢ informacj¢ o imieniu, nazwisku i dacie narodzin opisywanej osoby (W tym wy-
padku odpowiednio: Ludwig, von Mises, 1881-09-29). Taki proces nazywamy ekstrakcja
informacji, czyli zamiang danych nieustrukturyzowanych (ang. unstructured data) w postaci

tekstu do postaci danych posiadajacych strukture (ang. structured data) [15].

1.2.2 Ekstrakcja informacji z dokumentow o bogatej strukturze graficznej

Na Rysunku 1% zaprezentowano dwa przypadki ekstrakcji informacji: 1) ze zwyktego tekstu,
2) z dokumentu o bogatej strukturze graficznej. Intuicja podpowiada nam, ze do rozumienia
tych dwodch zaprezentowanych przykladow potrzebujemy innych umiejetnosci odczytywania
informacji. Mianowicie, w przypadku 1) musimy rozumie¢ jezyk (struktur¢ zdania, znaczenie,
itp.), podczas gdy w przypadku 2) zeby w pelni zrozumie¢ tre$¢ przekazu, potrzebna nam jest
dodatkowo informacja o strukturze tego dokumentu (m.in. uktadu i relacji wzgledem siebie
poszczegblnych stow w przestrzeni dwuwymiarowe;).

Opisany powyzej przyktad 2) jest jedynie prostym ukazaniem réznic pomi¢dzy wydobywa-
niem informacji ze zwyktego tekstu a wydobywaniem ich z dokumentu o bogatej strukturze gra-
ficznej. Nalezy zwroci¢ uwage, ze istnieje bardzo duzo przyktadow uktadow stron, za pomoca
ktorych cztowiek koduje informacje — szczegdlnie w domenie biznesowej (Rysunek 2) [54].
W okresie rozpoczgcia badan przedstawianych w niniejszej pracy (2018 rok) nie byto jeszcze w
swiecie nauki wystarczajgcej $wiadomosci wyzwan, z jakimi nalezy sobie poradzié, przetwarza-

jac dokumenty o bogatej strukturze graficznej, co réwniez stanowito problem do rozwigzania.

1.2.3 Zagadnienie powigzane — wstepne przetwarzanie dokumentow

Bardzo duza cze$¢ dokumentoéw dostepnych na komputerach ma postaé plikow PDF (ang. Porta-
ble Document Format). Z jednej strony wigze si¢ to z zaletami w postaci uniwersalnego sposobu
odczytu danych. Z drugiej strony wada tego formatu jest to, ze nie posiada on zadnych stan-

dardow dotyczacych sposobu zapisu informacji tekstowych, jego struktury oraz grafiki, ktora

27rodto: https://pl.wikipedia.org/wiki/Ludwig_von_Mises
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Przypadek 1: Zwykty tekst Baza danych Przypadek 2: Dokument o bogatej strukturze graficznej

Rysunek 1: Ekstrakcja informacji ze zwyktego tekstu (przypadek 1) i z dokumentu o bogate;j
strukturze graficznej (przypadek 2).

Hog Mg Supplies INVOICE JOHN DOE WE ARE HIRING
Best wands, best prices Oonuts Parkoway % 4
John@rmdoanfe s o
O Unknown Rd.
Your City, YS 10000 \Mvﬁlﬁ? #100
Phone: 393 569 5399 Fax: 899 390 0909 DATE: ¥hatad -
World's Best Staffing is looking for account specialists to serve customers by
complating enrollments and conversian mailings: responding to requests; resolving
BILL TO: HARRY MAGICAL CONSULTING SHIP TO: HARRY MAGICAL CONSULTING SOFTWARE complaints; maintaining quality service.
COMMENTS OR SPECIAL INSTRUGTIONS: stp 2017 0Ec 2018 iaie :
ABSOLUTELY NO REFUND. SOFT Account Specialist Job Dutics
o
EDUCATION
QuANTITY DESCRIPTION UNITPRICE |  AMOUNT sep 2015 - o 2017
0 want 510000 | $1,00000 r«srrnur‘snmn‘,' OHN UNVERSTY
2 Hat $ 500.00 $1,000.00
cialist Skills and Qualifications
s, Organization, Attention to Detai, Research Skils,

SuBTOTAL $2,00000 cus, Qualty Focus, Proaciive, Dependability, General
saves Tax s2000
saH S0z
ToTALDUE s 202020
Make ail checks payabie to Hog Mage Supplies =
1£Y5U Rave any qUEEtons concering ths Involcs, contact Maggie at 999 9989 9969 of msgEhog.magie Level Location Salary

Thank you for your business! Intermediate New York, NY 20+ / hour

Rysunek 2: Przyktady dokumentoéw biznesowych z bogata strukturg graficzng (faktura, CV,

ogloszenie o prace).

moze by¢ umieszczona na stronie. Dodatkowo, w takich dokumentach mogg pojawiac si¢ tre-
$ci pochodzace ze skanerdéw reprezentowane jako obrazki. Opisane problemy rozwigzywane sg
najczesciej przez narzgdzia do optycznego rozpoznawania znakoéw (ang. Optical Character Re-
cognition, OCR) [44]. Na ich wejsciu podajemy zazwyczaj plik PDF lub obrazek, a na wyjsciu
otrzymujemy liste stow (niektore narzgdzia zwracajg roéwniez list¢ znakéw) wraz z odpowia-
dajacymi im wspolrzednymi na stronie oraz numerami stron. Do najpopularniejszych ogdlnie

dostepnych narzedzi nalezy Tesseract, ktorego uzywali§my do rozwigzania problemu wstgpnego



przetwarzania dokumentéw [19].

1.3 Cel pracy

Celem przedstawionej rozprawy doktorskiej byto zbadanie mozliwosci istniejgcych metod wy-
korzystywanych do ekstrakcji informacji z dokumentéw o bogatej strukturze graficznej, kon-
ceptualizacja problemow, jakie wystepuja w dziedzinie oraz zaproponowanie wlasnego mecha-

nizmu, ktoéry poprawia jakos$¢ dotychczasowych rozwigzan.

1.4 Struktura rozprawy doktorskiej

Niniejsza rozprawa sklada si¢ w gldéwnej mierze ze zbioru artykutéw naukowych, ktore zostaly
dotaczone na koncu pracy w formie dodatku. Publikacje te zostaly poprzedzone 4 sekcjami,
ktére wprowadzaja czytelnika do tematyki rozprawy.

Sekcja 1. przedstawia motywacjg, opis problemu oraz cel pracy.

Sekcja 2. zawiera prezentacj¢ gtownych wynikow rozprawy i jest podzielona na cztery pod-
sekcje (kazda z nich opiera si¢ na jednym artykule). W podsekcji 2.1 weryfikuj¢ aktualne moz-
liwosci istniejacych metod. W podsekcji 2.2 opisuje sposob tworzenia nowych zbioréw danych
do ekstrakeji informacji. Zaprezentowanie nowego porownania do mierzenia postepow w dzie-
dzinie znajduje si¢ w podsekcji 2.3. Wreszcie w podsekcji 2.4 wprowadzam 1 opisuj¢ nowa
architektur¢ modelu z uwzglgdnieniem struktury dokumentu.

Sekcja 3. obejmuje prezentacje mojego dorobku naukowego.

Sekcja 4. to podsumowanie catosci pracy i jej wkiadu w rozwo6j dziedziny.
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2 Osiagniete wyniki

2.1 Zbadanie mozliwosci istniejacych metod

Publikacja, na ktorej oparty jest rozdzial: Tomasz Stanislawek, Anna Wroblewska, Alicja
Wojcicka, Daniel Ziembicki, and Przemyslaw Biecek. Named Entity Recognition — Is There
a Glass Ceiling? In Proceedings of the 23rd Conference on Computational Natural Language
Learning (CoNLL), pages 624—633, Hong Kong, China, November 2019. Association for Com-

putational Linguistics.

Wklad autora rozprawy doktorskiej: pomyst oraz konceptualizacja badania; przygotowanie
metodologii badania; implementacja oraz ewaluacja poszczegolnych metod przedstawionych w
publikacji; przeprowadzenie wszystkich eksperymentdéw; anotacja zbioru danych oraz kontrola

spojnosci 1 poprawnosci catego procesu; analiza wynikoéw; pisanie publikacji.

2.1.1 Wprowadzenie

Metody stosowane do wykrywania jednostek nazwanych sa czgsto uzywane do problemu eks-
trakcji informacji z dokumentéw [29, 55]). Dodatkowo, bardzo szybki rozw¢j dziedziny prze-
twarzania jezyka naturalnego (wprowadzenie modelu Transformera [51] czy pojawienie si¢ mo-
deli jezyka [33, 8]) w ostatnich latach spowodowat znaczacy wzrost skutecznosci tychze metod.
Przyktadowo, wyniki ewaluacji na jednym z najpopularniejszych zbioréw danych dla jezyka an-
gielskiego CoNLL 2003 wzrosty tylko w roku 2018 z poziomu 91.21 do poziomu 93.09 miary
Fy (wczesniej, taki przyrost skutecznosci osiagnigto w ciggu 11 lat) [48, 2, 25, 1]. Biorac pod
uwage powyzsze, istotne stalo si¢ zrozumienie, jakie typy bledéw zostaly rozwigzane przez
najnowsze modele, jakie sg stabe 1 mocne strony poszczegolnych mechanizméw, i w koncu, co
stanowi najwigksze wyzwanie dla wszystkich modeli. Najwigkszg wartoscig tej pracy badaw-
czej bylo to, Zze dzigki niej udato si¢ wskaza¢ konkretne problemy, z ktorymi aktualne modele

wcigz sobie nie radza.

2.1.2 Zaproponowana metodologia

Do weryfikacji mozliwosci istniejagcych metod przygotowaliSmy metodologie, ktora sktadata

si¢ z nastepujacych etapow:
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Bledy zbioru danych (DE)

Zaleznosci na poziomie dokumentu (DL)

Bledy anotacji (DE-A) - oczywiste bledy

anotacji

Literowki slowne (DE-WT) - literowki
slowne w jednostce nazwanej

Z1a segmentacja na poziomie slowa/zda-
nia (DE-BS) - przypadki, gdzie stowo Iub

zdanie zostalo Zle podzielone na segmenty

Koreferencja na poziomie dokumentu (DL-CR) - przy-
padki wystepowania obiektu w zdaniu, ktory wystepuje row-
niez w innym zdaniu w tym samym dokumencie

Struktura dokumentu (DL-S) - struktura dokumentu od-
grywa znaczaca role, np. obiekty wystepuja w tabelce
Kontekst dokumentu (DL-C) - przypadki, gdzie potrzebny
jest caty kontekst dokumentu, aby prawidtowo zaanotowac

jednostke nazwang

Zalezno$ci na poziomie zdania (SL)

Ogolne whasciwosci (G)

Struktura zdania (SL-S) - syntaktyczne

wlasciwosci  lingwistyczne  stanowigce
mocng wskazoéwke o danym obiekcie
Kontekst zdania (SL-C) - przypadki, gdzie

kontekst zdania jest wystarczajacy

Dwuznaczno$é (G-A) - przypadki, w ktorych jednostki na-

zZwane sg uzyte w innym znaczeniu, niz zazwyczaj stosowany

Niespdjnos¢ anotacji (G-I) - r6zna anotacja na poziomie
zbioru dla tych samych jednostek nazwanych

Trudne przypadki (G-HC) - r6zna mozliwo$¢ interpretacji

Tablica 1: Taksonomia z kategoriami lingwistycznymi, przedstawiajgca najbardziej prawdopo-

dobne przyczyny btedow

1. Selekcja zbioru danych, na ktérym przeprowadzono badanie: wybrany zostal angielski
zbi6ér CoNLL z 2003 r., wspomniany we wstepie.

2. Wybranie metod do ekstrakcji jednostek nazwanych, ktore znaczaco przyczynity si¢ do
postepow w dziedzinie: Stanford (CRF), CMU (LSTM-CRF), ELMO, BERT-base oraz
Flair [10, 22, 33,8, 32, 1].

3. Odtworzenie wynikow dla wybranych metod wraz z zebraniem btedow (przyktadow, na
ktorych konkretny model zwrécit nieprawidlowy wynik).

4. Przeglad probki zebranych btedow w celu zdefiniowania taksonomii opisujacej z perspek-
tywy lingwistycznej najbardziej prawdopodobne zrodto bteddéw (Tablica 1).

5. Anotacja kazdego przyktadu do uprzednio zdefiniowanej taksonomii (jeden przyktad moze
by¢ przypisany do kilku kategorii jednoczesnie).

6. Analiza wynikow.
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Model DE-WT DE-BS SL-S SL-C DL-CR DL-S DL-C G-A G-HC G-I Ogétem

Stanford 10 38 46 448 372 202 247 219 72 19 703
CMU 6 39 21 378 316 107 175 183 68 20 554
ELMO 9 33 13 250 198 97 144 98 65 21 395
Flair 8 33 16 223 184 100 146 101 59 20 370
BERT 10 40 11 300 263 117 170 94 65 20 472

Tablica 2: Liczba btedow dla wybranego modelu i kategorii lingwistyczne;.

2.1.3 Prezentacja i omowienie wynikow

Informacja o liczbie bledéw popelnianych przez poszczegdlne modele znajduje si¢ w Tablicy 2.
Pierwszym istotnym wnioskiem ptyngcym z otrzymanych wynikéw jest to, ze nowoczesne me-
chanizmy bazujace na modelach jezyka (trenowane w trybie nienadzorowanym na duzych zbio-
rach danych) takie jak ELMO, BERT oraz Flair majg najmniej btedéw 1 rozwigzuja najwigce;j
problemoéw w kategoriach SL-C (kontekst na poziomie zdania) oraz G-A (dwuznacznos$¢ stow
stanowigcych jednostk¢ nazwang). Wcigz jednak nie potrafig rozwigzywac ogdlnych proble-
mow zwigzanych z trudnymi przypadkami (G-HC), niespojnoscig anotacji (G-I) oraz literow-
kami jezykowymi (DE-WT). Wspomniane bledy wraz z oczywistymi pomytkami anotacji (DE-
A) wskazuja na jeden z mozliwych kierunkdéw rozwoju tej dziedziny, czyli budowy narzedzi
do walidacji poprawnosci zbioru danych. Dodatkowo, tworzenie wolnych od btedow zbiorow
testowych bedzie poprawia¢ walidacje réznych modeli, szczegdlnie, jesli réznice migdzy nimi
sa niewielkie.

Wszystkie przebadane rozwigzania w tamtym okresie bazowaty wylacznie na kontekscie
zdania. Natomiast wysoka liczba btedoéw popetnianych przez modele na poziomie zaleznosci
dokumentu (DL-CR, DL-C, DL-S) podpowiada, ze zeby osiaggnac¢ jeszcze lepsze wyniki, mu-
simy budowac¢ rozwigzania bazujace na calym konteks$cie dokumentu.

Rozpatrywany zbior danych zawierat w sobie dokumenty z wiadomosci sportowych lub
raportow gietdowych, w ktorych struktura dokumentu (dane umieszczone w tabelce lub na-
gléwku) odgrywa istotng rolg w zrozumieniu tresci. Wysoka liczba btedow w kategorii zwigza-
nej ze strukturg dokumentu (DL-S) informuje nas o kolejnym potencjalnym kierunku rozwoju
dziedziny, jakim jest uwzglednienie tychze informacji (np. pozycji stdOw na stronie). Nalezy
wspomnie¢, ze w tamtym okresie istniaty juz proby ekstrakcji informacji z uwzglednieniem
pozycji na stronie, ale bazowaly one gtownie na technikach pochodzacych z dziedziny wizji
komputerowej, przez co nie dawaty tak dobrych wynikow jak stosowane wowczas modele je-

zyka [18, 23, 13].
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2.1.4 Znaczenie przeprowadzonego badania

W poprzednim rozdziale omoéwione zostaty gtdéwne wyniki i wnioski przeprowadzonego bada-
nia oraz wynikajace z nich mozliwe kierunki rozwoju: budowa narzedzi wykrywajacych btedy
zbioru danych, uwzglednianie catego kontekstu dokumentu czy branie pod uwage struktury do-
kumentu. Z perspektywy rozwigzania problemu ekstrakcji informacji z dokumentéw o bogate;j
strukturze graficznej najbardziej pozadanym kierunkiem byto uwzglednienie struktury doku-
mentu (np. pozycji poszczegdlnych stow na stronie), w zwigzku z czym dalsza cze$¢ przepro-

wadzonych badan skupita si¢ na tym zagadnieniu.

2.2 Kleister — zbiory danych do testowania nowych metod

Publikacja, na ktérej oparty jest rozdzial: Tomasz Stanistawek, Filip Gralinski, Anna Wro-
blewska, Dawid Lipinski, Agnieszka Kaliska, Paulina Rosalska, Bartosz Topolski, and Prze-
mystaw Biecek. Kleister: Key information extraction datasets involving long documents with
complex layouts. In Josep Llados, Daniel Lopresti, and Seiichi Uchida, editors, Document
Analysis and Recognition — ICDAR 2021, pages 564—579, Cham, 2021. Springer International
Publishing.

Wklad autora rozprawy doktorskiej: konceptualizacja oraz przygotowanie metodologii pracy;
implementacja oraz ewaluacja poszczego6lnych metod przedstawionych w publikacji; przepro-
wadzenie wszystkich eksperymentow; analiza wynikow; pisanie publikacji; pisanie odpowiedzi

do recenzentow.

2.2.1 Wprowadzenie

Opracowanie nowych metod do ekstrakcji informacji dla dokumentow o bogatej strukturze gra-
ficznej wymaga dostepnosci dopasowanych do problemu zbiorow danych, na ktorych mozna
testowac ich skutecznos¢. W potowie 2019 roku istniat tylko jeden publiczny zbior SROIE
(ekstrakcja informacji ze skandw paragonow), ktéry jednak nie uwzgledniat wszystkich proble-
méw domenowych (np. przetwarzanie dokumentéw wielostronicowych) [13]. Ponadto wigk-
szo$¢ metod, ktora powstawata w tamtym okresie, byta testowana na prywatnych zbiorach da-
nych [29, 18, 23]. Bioragc pod uwage powyzsze, zaistniala potrzeba utworzenia publicznego

zbioru danych. Praca tu omawiana wprowadza dwa angielskie zbiory danych: Kleister NDA
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i Kleister Charity (Rysunek 3). Ponadto szczegdtowo przedstawione sg dodatkowe wyzwania,
przed ktorymi stoi dziedzina ekstrakcji kluczowych informacji. Wszystkie dokumenty udo-
stepnione sg w postaci plikow PDF, co umozliwi wykorzystanie wielu modalnosci przez model

(tekst, pozycje tokenéw w tekscie czy obrazek odpowiadajacy konkretnej stronie).

b s scTve e ! Trustees' Annual Report for the period STATEMENT OF FINANCIAL
-l .. R Lo ACTIVITIES

Section A Reference and administration details for the 31
"

Names of the charity trustees who manage the charity

S— o (e Do e ko whle | e of e by etes

1 [NatWest BankPic_|

8

2

H
BEs &

&

]

Names of the trustees for the chariy, if any, (for example, any custodian trustees) ik i
Name Dates acted if not for whole year

BC Subelin
1S, Fletcher

D. Mocby
Clir. S, Thompson (sppoied 25/7/18)

TaR ' Aprit 2009

Rysunek 3: Przyktady stron ze zbiorow Kleister NDA i Charity. Niebieskie prostokaty wskazuja
obiekty do ekstrakcji.

2.2.2 Podstawowe informacje i statystyki zbiorow danych

Zbior Kleister NDA sktada si¢ z dokumentow utworzonych cyfrowo (nie wymagaja kroku OCR-
a) zawierajacych umowy o zachowaniu poufnosci, ktére pochodza z bazy EDGAR?. Lacznie
udato si¢ przygotowac zbidr 540 dokumentow (zbior trenujacy: 254, walidadyjny: 83, testowy:
203) sktadajacych si¢ z 3 229 stron. W przypadku drugiego zbioru, Kleister Charity, dokumenty
zawierajg sprawozdania roczne organizacji charytatywnych i zostaly $ciagnigte bezposrednio ze
strony https://register-of-charities.charitycommission.gov.uk/ w postaciplikow
PDF. Zbior Charity sktada si¢ z 2 788 dokumentow (zbidr trenujacy: 1729, walidadyjny: 440,
testowy: 609), co przektada si¢ na 61 643 stron.

Do kazdego dokumentu zostala przypisana lista obiektow, ktore nalezy z niego wyciagnac.
Nie jest to wigc typowe zadanie rozpoznawania jednostek nazewniczych, poniewaz mamy infor-
macj¢ o obiekcie na poziomie dokumentu, a nie na poziomie tekstu (nie wiemy, gdzie doktadnie

ta informacja w dokumencie wystgpuje). W Tablicy 3 pokazane s3 podstawowe statystyki dla

Shttps://www.sec.gov/edgar.shtml
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obu zbioro6w wraz z podaniem przyktadéw wartosci obiektow do ekstrakcji (wszystkie obiekty

zostaty znormalizowane do standardowej postaci zgodnej z jego typem).

Zbior Nazwa obiektu  Typ obiektu Liczba Liczba unikalnych Przyktad obiektu
party OGRANIZACJA/OSOBA 1,035 912 Ajinomoto Althea Inc.
<Qﬂ jurisdiction LOKALIZACJA 531 37 New York
gz effective date ~ DATA 400 370 2005-07-03
term CZAS TRWANIA 194 22 P12M
post_town ADRES 2,692 501 BURY
postcode ADRES 2,717 1,511 BL9 ONP
o street_line ADRES 2414 1,353 42-47 MINORIES
E charity name ORGANIZACJA 2,778 1,600 Mad Theatre Company
© charity number NUMER 2,763 1,514 1143209
report_date DATA 2,776 129 2016-09-30
income KWOTA 2,741 2,726 109370.00
spending KWOTA 2,731 2,712 90174.00

Tablica 3: Wykaz obiektow do ekstrakcji dla zbiorow Kleister NDA i Charity.

2.2.3 Zaproponowany mechanizm do ekstrakcji informacji

Kluczowym elementem zaproponowanej metody jest wykorzystanie takich samych modeli, ja-
kie stosuje si¢ do rozpoznawania jednostek nazewniczych. W zadaniu ekstrakcji kluczowych
informacji posiadamy anotacje jedynie na poziomie dokumentu, dlatego tez musimy doda¢ mo-
duly wspierajace, ktore pozwolg nam wykorzysta¢ mozliwosci tagera sekwencyjnego. Rysu-
nek 4 przedstawia caty schemat zaimplementowanego mechanizmu, na ktory sktadajg si¢ naste-

pujace elementy:

1. Modut do przetwarzania plikow PDF - kazdy plik PDF musi by¢ zamieniony do postaci
pliku json zawierajacego informacj¢ o stowach, ich pozycjach na stronie oraz numerze
strony, z ktérej pochodza. Dla calego zbioru przetestowane zostaty rézne silniki sto-
sowane do optycznego rozpoznawania znakow: Azure CV, Tesseract oraz Textract*>.

Dodatkowo, dla dokumentow ze zbioru Kleister NDA uzyto narzedzia djvu, poniewaz

“https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/

concept-recognizing-text - uzyto wersji 3.0
Shttps://github.com/tesseract-ocr/tesseract - uzyto wrsji 4.1.1
*https://aws.amazon.com/textract/ - uzyto wersji z 1 Marca 2020
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zostaly one utworzone cyfrowo ’.

. Modut do automatycznego tagowania - potrzebny na etapie trenowania w celu automa-
tycznego oznaczania jednostek nazewniczych na poziomie tekstu, tak aby modut tagujacy
mogt si¢ nauczy¢. To narzedzie oparte zostato o zestaw wyrazen regularnych, ktore wy-

krywa okre§long warto$¢ na rézne sposoby w zaleznosci od typu obiektu.

. Modut tagujacy - bazuje na algorytmach do rozpoznawania jednostek nazewniczych, w
ktorym przetestowane zostaty nastepujace modele: Flair, BERT, RoBERTa, LayoutLM,
LAMBERT [1, 8, 24, 57, 11] (Sekcja 2.4).

. Modut normalizujacy - sprowadza wszystkie obiekty wykryte przez modul tagujacy do
postaci standardowej dla kazdego typu danych. Przyktadowo, wszystkie obiekty typu
DATA zostang znormalizowane do postaci zgodnej ze standardem ISO 8601 (fragmenty

tekstu November 29, 2019 oraz 11/29/19 zostang znormalizowane do postaci 2019-11-29).

. Modut agregujacy - mechanizm do wyboru ostatecznej odpowiedzi zwracanej przez sys-
tem bazujgcy na danych z poprzedniego modutu. Jest on potrzebny z racji tego, ze modut

tagujacy moze zwraca¢ wiecej niz jedng odpowiedz.

Modut do \ Modut tagujacy . .
. Przetwarzanie koricowe
przetwarzania plikdw _
PDF __Flar | nor;":”dzt*i woy
E Dokument 'PfedkaIaw
Plik PDF Azure CV > (Iista tokentow . BERT
Tesseract 1:152?&':;6 [ RoBERTa Modut do agregacii
[ Textract | f [ Layoutmt | A
I pdf2djvu .
\ J Trenowanie

Wyekstrahowane obiekty
Modut do

automatycznego
tagowania

Wykryte obiekty

Rysunek 4: Schemat ekstrakcji kluczowych informacji sktadajacy sie z kilku modutow. Wyrdz-

niamy dwa etapy: treningu (przeptyw informacji oznaczony kolorem niebieskim) oraz predykc;ji

(przeptyw informacji oznaczony kolorem zielonym).

2.2.4 Prezentacja i omowienie wynikow

Wyniki ewaluacji poszczegolnych modeli zaprezentowano w Tablicy 4. Rdznice w jakosci dzia-

fania pomigdzy najlepszym modelem a cztowiekiem pokazujg trudno$¢ tego zadania. Podczas

"http://jwilk.net/software/pdf2djvu, https://github.com/jwilk/ocrodjvu
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Zbior Nazwa narzedzia  Flair BERT RoBERTa LayouttM LAMBERT Czlowiek

Azure CV 78~03:t0.12 77~67:t0.18 79~33:t0.68 77-43:t0.29 80.57:|:().25
< pdedjVU. 77.83 +0.26 78.20i0_17 81 .Ooio,os 78-47i0.76 81 -77i0.09
a 97.86%
Z Tesseract 76.57i0,49 76.60i0,30 77.81i0,97 77-7Oi0.48 81.03i0'23

Textract 77.37:‘:()‘03 74.83 40.45 79.49:‘:()‘32 77.40:‘:()‘40 77.37:|:0.03
6 Azure CV 81.17i0_12 7833:&:0.08 81.50:‘:0_23 81.53:‘:0_23 83.57:|:0.29
g Tesseract 72«87i0.81 71.37il.25 76.23i0,|5 77.53i0.20 81.50i0.07 97.45%
5 Textract 78.03:‘:0,12 73.30:‘:0.43 80.08:‘:0.15 80.23:‘:0'41 82.97:|:0_21

Tablica 4: Szczegdtowe wyniki modeli oraz roznych narzedzi do przetwarzania plikow PDF dla
zbioru testowego usrednione na podstawie 3-krotnego uruchomienia eksperymentu (zastoso-
wano miar¢ F; z uwzglednieniem standardowego odchylenia). Poziom skompilowania zdania
dla cztowieka mierzony jest jako procent zgodno$ci anotacji dwoch osob na probee 100 doku-

mentow. (*) pdf2djvu nie dziata na dokumentach skanowanych.

gdy inne zadania z tej dziedziny sa juz praktycznie rozwigzane (na zbiorze SROIE najlepszy mo-
del osigga wynik na poziomie 98.36 miary Fi*) [13] wprowadzony zbidr przynosi dodatkowe

wyzwania, do ktorych nalezy zaliczy¢:

* Anotacje na poziomie dokumentu. W zwigzku z brakiem informacji o pozycji obiektow
w tekscie nalezy budowaé¢ dodatkowe moduly wspomagajace prace tagerow sekwencyj-

nych lub przygotowac rozwigzania dziatajace w oparciu o model typu seq2seq [46, 37].

* Bogata struktura graficzna. Modele dzialajace wytacznie w oparciu o tekst (Flair,
BERT oraz RoBERTa) dzialaja wyraznie stabiej od modeli uwzglgdniajacych rowniez
informacje o strukturze dokumentu (LayaoutLM bazujacy na modelu BERT oraz LAM-
BERT bazujacy na modelu RoBERTa). Szczegdlnie widoczne jest to dla obiektow, ktore

znajduja si¢ w tabelkach lub formularzach.

* Optyczne rozpoznawanie znakéw. Wybor narzedzia do przetwarzania plikow PDF byt
bardzo istotny w konteks$cie jako$ci ekstrakcji. Okazuje si¢, ze w niektorych przypadkach
byt on bardziej istotny niz sam wybor modelu. Najlepszym narzedziem z przebadanych

okazat si¢ Azure CV.

* Dlugie dokumenty. Na bardzo dtugich dokumentach zaobserwowano znaczace pogor-

szenie si¢ skutecznos$ci modelu [43].

8Stan na dzien 25 wrzeénia 2021 roku.
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2.3 DUE - benchmark do mierzenia postepow w dziedzinie rozumienia

dokumentow

Publikacja, na ktérej oparty jest rozdzial: Zukasz Borchmann®, Michat Pietruszka®, Tomasz
Stanislawek™, Dawid Jurkiewicz, Michatl Turski, Karolina Szyndler, and Filip Gralinski. DUE:

End-to-end document understanding benchmark. 2021. (*) Rowny wktad w wykonang prace.

Komentarz: Publikacja jest w trakcie recenzji na konferencj¢ NeurIPS 2021 (recenzje mozna

zobaczy¢ na stronie https://openreview.net/forum?id=rNs2FvJGDK).

Wklad autora rozprawy doktorskiej: konceptualizacja i metodologia badania (udziat w sta-
tych spotkaniach zespotu); przeglad literatury i przygotowania listy potencjalnych zbiorow,
ktore mozna wykorzysta¢; zaprojektowanie schematu danych do przechowywania danych w
ujednoliconym formacie; przygotowanie danych dla zbioréw Kleister Charity, DeepForm, Tab-
fact; poprawa zbior6w danych PWC oraz DeepForm; metodologia utworzenia zbiorow diagno-
stycznych; organizacja 1 kontrola anotacji; analiza wynikow; poprawa pierwszej wersji publi-

kacji.

2.3.1 Wprowadzenie

Zaprezentowane w sekcji 2.2 zbiory Kleister tyczyty si¢ wylacznie tematyki ekstrakcji kluczo-
wych informacji, ktora to jest czgscig wiekszej dziedziny rozumienia dokumentéw (ang. Docu-
ment Understanding). W tym rozdziale oméwiony zostanie benchmark opracowany z mysla o
wszystkich zadaniach zwigzanych z przetwarzaniem dokumentéw o bogatej strukturze graficz-
nej. Tego typu techniki mierzenia postepéw wybranego zagadnienia staty si¢ bardzo popularne,
nie tylko w dziedzinie NLP, ale réwniez w innych dziedzinach, takich jak rozumienie obra-
zow [53, 52, 58, 7]. Dzigki tej pracy naukowcy majg mozliwo$¢ bardziej generycznego rozwia-
zywania problemow zwiazanych z przetwarzaniem dokumentow o bogatej strukturze graficzne;.

Do najwazniejszych osiggniec tej pracy nalezy zaliczyc¢:

1. Przeglad listy zadan zwiagzanych z dziedzing oraz przeformutowanie trzech zadan: PWC,

WTQ, TabFact.
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Licznos¢ (tys.) Wktad do zbioréw

A Q < =
Iy g - £z %5 E E§
£ 5 z T £ 3 &g
Nazwa zbioru 2 2 g E = 2 2 2 é Domena Typ zadania
& F [ 2% Egs 3§ 2
5 Z 8 8 & 8 2 2 3
) RS 5 N & % & ©
B8 = N 2 ¢ 8 & = B
N N 5 A = © 8 =
3 ~ A 3 &
-]
Kleister Charity [43] 1.73 044 061 — — — + + Finansowa Ekstrakcja informacji z dlugich dokumentow
PWC [17] 02 006 012 + 4+ + + + + Naukowa Ekstrakcja informacji z publikacji naukowych
DeepForm [47] 0.7 01 03 + 4+ — 4+ + + Finansowa Ekstrakcja informacji z dokumentéw biznesowych
DocVQA [27] 102 13 13 - — — — 4 + Biznesowa Zadawanie pytan na dokumentach biznesowych
InfographicsVQA [26] 4.40 0.50 060 — — — — + 4 Ogodlna Zadawanie pytan na infografikach
TabFact [5] 132 1.7 1.7 - — + — 4+ + Ogolna Problem Natural Language Inference na tabelkach
WTQ [31] 1.4 03 04 + — 4+ 4+ 4+ + Ogodlna Zadawanie pytan na tabelkach

Tablica 5: Zestawienie wybranych zbioréw danych wraz z ich podstawowymi wtasciwo$ciami

i wkltadem do zbioréw.

2. Wyczyszczenie zbiorow danych wraz z przygotowaniem jednolitego formatu do ich prze-

chowywania i procesowania.
3. Implementacja podstawowych metod weryfikacji jako$ci modeli.

4. Identyfikacja wyzwan, przed jakimi stoi dziedzina, m.in. poprzez przygotowanie zbiorow

diagnostycznych.

2.3.2 Wybrane zbiory danych

Podczas tworzenia benchmarku przejrzane zostato ponad 30 zbioréw danych, z ktérych wy-
brano 7 spetniajacych kryteria najwyzszej jakosci (tylko anotacja manualna), trudnosci (réznica
miedzy najlepszym rozwigzaniem a poziomem trudnosci dla cztowieka musi by¢ duza) oraz li-
cencji (Tablica 5) [4]. Uwzglednione zbiory pokrywaja szerokie spektrum zdan, poczawszy od
ekstrakcji informacji, a skonczywszy na zadawaniu pytan na tabelkach. Zebrane i poprawione
zbiory stanowig gléwny wktad tej pracy, gdyz dzigki nim pozostali naukowcy moga skupi¢ si¢

wylacznie na przygotowaniu nowych rozwigzan.

2.3.3 Zbiory diagnostyczne

Poza przygotowaniem zestawu zbioréw danych z domeny rozumienia dokumentow zostal utwo-
rzony zbidr diagnostyczny wspomagajacy analiz¢ poszczegolnych modeli w konkretnych kate-

goriach problemu. Szczegdlnie wazne jest to, bySmy rozumieli dziatanie poszczegdlnych mo-
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deli, tak aby wiedzie¢, co jest silng, a co stabg strong nowego modelu [40]. Zaproponowana

taksonomia wyglad nastepujaco:

« Zrodto odpowiedzi (rozumiane jako relacja pomigdzy odpowiedzia a trescia dokumentu):

ekstraktywne lub abstrakcyjne.
» Format wyjscia: lista odpowiedzi lub pojedyncza odpowiedz.

» Typ wyj$cia: organizacja, lokalizacja, osoba, numer, data/czas/czas trwania, odpowiedz

tak/nie.

« Zrédto wskazowki do udzielenia odpowiedzi: tabela/lista, czysty tekst, element graficzny,

struktura dokumentu, pismo odreczne.
* Operacje: zliczanie, arytmetyka, porownanie, normalizacja.

* Liczba odpowiedzi (ile razy szukana warto$¢ wystapita w dokumencie): jednokrotnie lub

wielokrotnie.

2.3.4 Przedstawienie i omowienie wynikow

Do przeprowadzenia eksperymentow wybrano prosty i wydajmy model TS [37] oraz jego uspraw-
nienia polegajace na dodaniu relatywnego kodowania 2D (model T5+2D) [34, 11, 56]. Oba te
modele dodatkowo wytrenowano na dokumentach z domeny biznesowej, o bardziej skompli-
kowanej strukturze dokumentow (modele T5+U i T5+2D+U).

Wszystkie wyniki, razem z odwotaniem si¢ do najlepszego zewnetrznego wyniku oraz po-
ziomu trudnos$ci zadania dla cztowieka znajduja si¢ w Tablicy 6. Wystepuja znaczace roznice
pomiegdzy uzyskanymi wynikami a poziomem, z jakim cztowiek radzi sobie z danym zdaniem.
Dodatkowo nasze modele nieznaczenie odbiegaja od jako$ci najlepszych wynikow, jakie udato
si¢ osiggna¢. Dzieje si¢ tak, poniewaz byty one dostosowane do konkretnego problemu oraz
uwzgledniaty dodatkowo komponent wizyjny, ktory nie jest tak prosto zaimplementowac.

Najwiekszy przyrost osiggnigty zostal dzigki przetrenowaniu modelu na dokumentach o bo-
gatej strukturze graficznej (T5+U oraz T5+2D+U). Podejrzewamy, ze oryginalny model T5 nie
zawieral w zbiorze trenujacym zbyt wiele skomplikowanych struktur (tabelki czy formularze),
przez co nie radzi sobie z nimi. Ponadto widoczna jest poprawa dzigki dodaniu informacji o
relatywnej pozycji pomigdzy tokenami, co tylko potwierdza wazno$¢ cech strukturalnych przy

dzialaniu modelu.
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Wynik (metryka uzalezniona od zadania)

Zbiér danych

T5 T5+2D T5+U T5+2D+U Najlepszy zewnetrzny wynik  Czlowiek
DocVQA 72.5 741 764 81.3 87.1 [34] 98.1
InfographicsVQA  37.8 43.1  37.0 46.1 61.2 [34] 98.0
Kleister Charity 57.9 57.7  75.1 75.9 83.6 [11] 97.5
PWC 24.2 25.2  25.1 27.3 — 51.1
DeepForm 73.4 74.8  82.0 83.2 — 98.5
WTQ 32.5 334  38.1 44.0 — 76.7
TabFact 52.2 53.7  67.9 70.6 — 92.1
Razem 49.8 51.6  56.8 64.4 n/a 88.3

Tablica 6: Najlepsze wyniki dla wybranego modelu w relacji do poziomu trudnosci dla czto-
wieka oraz najlepszego wyniku osigganego przez dopasowany do zadania model. Znak — jest

wstawiany w miejsce, gdzie nie ma zadnego wyniku, poniewaz zbior zostat zmodyfikowany.

2.4 LAMBERT - nowy model do ekstrakcji informacji

Publikacja, na ktorej oparty jest rozdzial: Lukasz Garncarek™®, Rafal Powalski*, Tomasz
Stanistawek™, Bartosz Topolski*, Piotr Halama, Michat Turski, and Filip Gralinski. Lambert:
Layout-aware language modeling for information extraction. In Josep Llados, Daniel Lopre-
sti, and Seiichi Uchida, editors, Document Analysis and Recognition — ICDAR 2021, pages
532-547, Cham, 2021. Springer International Publishing. (*) Rowny wktad w wykonang prace.

Komentarz: Publikacja zostata wyrdzniona nagrodg na konferencji ICDAR 2021 w kategorii

Best Industry Related Paper Award.

Wklad autora rozprawy doktorskiej: pomyst uzycia architektury BERT-a do problemu eks-
trakcji kluczowych informacji 1 dodaniu do niego cech struktury dokumentu; konceptualizacja
i metodologia badania (udziat w statych spotkaniach zespotu); przygotowania zbioréw danych
(do trenowania oraz ewaluacji modeli); przygotowanie skryptéw do automatyzacji eksperymen-
tow; uruchomienie finalnych eksperymentéw na wyzwaniach Kleister NDA, Kleister Charity
oraz SROIE; zaproponowanie, zaprojektowanie oraz wykonanie analizy wynikow dla sekcji z

badaniami ablacyjnymi, edycja publikacji.
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2.4.1 Wprowadzenie

Standardowe mechanizmy wykorzystywane w dziedzinie przetwarzania j¢zyka naturalnego (w
tym ekstrakcji informacji) wezytuja tekst jako sekwencje nastepujacych po sobie tokendw (zna-
kow, stow lub czesci stow). Uzywajac tego podejscia, najnowsze modele oparte o architekture
BERT (przyktadowo RoBERTa, Electra, ERNIE) osiggnety znaczacy postep w rozwigzywa-
niu wigkszo$ci zadan NLP, zaprezentowanych w benchmarkach GLUE i SuperGLUE [8, 24, 6,
45, 53, 52]. Nie sg one jednak dostosowane do przetwarzania dokumentow z bogatg strukturg
graficzng, w ktorej do czynienia mamy nie tylko ze zwyktym tekstem, ale rowniez z informa-
cja przedstawiong w formie tabelki lub formularza. W tej pracy zaproponowano mechanizm
do wstrzykiwania informacji o strukturze dokumentu, bazujac na modelu RoBERTa, ktory jest
poprawiong wersje modelu BERT. Szereg eksperymentdw, ktére przeprowadzono na zbiorach
SROIE, CORD, Kleister NDA i Charity, pokazuje istotny wptyw wprowadzonych zmian na sku-
teczno$¢ modelu [13, 30, 43]. Dodatkowo udostgpniony zostal duzy zbior danych do treningu
nienadzorowanego, na podstawie ktorego inni badacze bgda w stanie trenowac swoje modele w

trybie nienadzorowanym.

2.4.2 Zagadnienia powiazane

Reprezentacja tekstu. Wspotczesne metody w dziedzinie przetwarzania jezyka naturalnego
zamieniaja tekst wejsciowy, wykonujac segmentacj¢ na tokeny (reprezentujace znaki, stowa
czy segmenty stow) dajac w rezultacie ciag (¢4, to, ..., t,) o dlugosci ¢, gdzie tokeny ¢; naleza
do pewnego wczesniej ustalonego skonczonego stownika. [33, 1, 8]. Wiekszo$¢ z nich opiera
si¢ na dwoch mechanizmach dzielacych tekst na segmenty stow: BPE (byte pair encoding) oraz
model Unigram [41, 21]. Algorytmy te nie sg pozbawione wad, ktdre ujawniajg si¢ w szczegodl-
nosci, gdy przetwarzamy dokumenty biznesowe [35].

Model BERT [8]. Model BERT opiera si¢ w catosci na enkoderze modelu Transformer, wy-
korzystujac do segmentacji algorytm BPE [51]. W tego typu architekturach, kazdy token ¢;
reprezentowany jest przez wektor stowa (ang. word embedding) x; € R", ktory nastepnie
przeksztatcany jest przez sie¢ do wyjsciowego wektora liczb y; € R™. Wymiary wektoréw
wejsciowych/wyjsciowych wynosza odpowiednio n oraz m. Wewnatrz takiej sieci znajduje si¢
mechanizm atencji, ktory nie zaktada z géry ustalonego porzadku przetwarzania. Ma to swoje

konsekwencje, do ktorych nalezy zaliczy¢:
1. Informacja o pozycji stowa w sekwencji musi by¢ w jaki$ sposob uwzgledniana w wek-
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torze stowa podawanym na wejsciu.

2. Wszystkie operacje mozna wykonywac jednocze$nie (w przeciwienstwie do sieci reku-

rencyjnych).

3. Koszt mnozenia macierzy uzalezniony jest gtéwnie od dtugosci sekwencji wejsciowej ¢
i wynosi O(¢*n), dlatego dlugo$¢ tekstu na wejsciu ograniczana jest najczesciej do 512

tokenow.

Aby uwzgledni¢ pozycje tokenu w sekwencji definiujemy wektor z; wedtug wzoru:
i = Si + Di, (1)

gdzie s; € R” jest semantycznym wektorem stowa, natomiast p; € R" jest wektorem pozycji to-
kenu w sekwencji (nazywanym dalej wektorem pozycyjnym 1D). W oryginalnym modelu Trans-
formera wektory pozycji 1D byty zakodowane przez stale warto$ci dla okreslonych pozycji, na-
tomiast w modelu BERT te wektory sg trenowalne [51, 8]. BERT przed procesem trenowania
na docelowym zdaniu wykorzystuje duze zbiory danych do uczenia w trybie nienadzorowanym,
tak aby jak najlepiej rozumie¢ tekst bez konieczno$ci posiadania zbioru trenujacego.

Model RoBERTa [24]. Utworzony przez Facebooka model RoBERTa jest nast¢gpca modelu
BERT (posiada doktadnie takg samg architekture sieci). Zostal on jednak zoptymalizowany w
taki sposob, zeby osiggac jak najlepsze wyniki na zadaniach docelowych (np. GLUE). Osia-
gnigto to m.in. poprzez odpowiednig definicje stownika tokenow (segmentéw stow) oraz ucze-
nie na duzo wigkszym zbiorze ze zwickszong liczbg iteracji.

Relatywne kodowanie pozycji. Od momentu pojawienia si¢ architektury Transformera wymy-
$lano coraz to nowsze techniki wstrzykiwania do modelu informacji o pozycji tokenu [9, 20].
Na szczegdlng uwage zastuguje metoda relatywnego kodowania pozycji, w ktorej wstrzykujemy
informacj¢ bezposrednio do macierzy atencji [42, 37]. W pojedynczej gtowie (model podzie-
lony jest na niezalezne glowy, ktore rownolegle przetwarzaja wejscie, a nastgpnie ich wyniki
sa agregowane) mechanizm atencji transformuje wektory do trzech sekwencji: zapytan (ang.
queries) ¢; € R?, kluczy (ang. keys) k; € R? oraz wartoéci (ang. values) v; € RY. Wagi
atencji liczone sg zgodnie ze wzorem «;; = d='2qr k;. Idea relatywnego kodowania polega na
modyfikacji wag atencji przez wprowadzenie do wzoru wektora przesuni¢cia (ang. bias term)

zgodnie ze wzorem:

Oé;j = 45 + ﬁij, (2)
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gdzie parametr ;; = W (i — j) jest wyuczalnym wektorem wag uzaleznionym od relatywne;

pozycji tokendw ¢ oraz j,

2.4.3 Architektura modelu

Schemat architektury modelu LAMBERT zaprezentowany jest na Rysunku 5. Wprowadzone
zostaly trzy zmiany wzgledem oryginalnego modelu RoBERTa:

1. Modyfikacja wektora wejsciowego x; (wzdr 1) o informacje o strukturze dokumentu:
z; = 8; + pi + L(L;). 3)

gdzie parametr ¢; € R* oznacza wektor pozycyjny 2D opisany szczegélowo w publikacji

jako layout embedding [11].

2. Modyfikacja wag atencji poprzez dodanie uzywanego w modelu T5 relatywnego kodo-

wania pozycji [37].

3. Rozszerzenie relatywnego kodowania pozycji (wzor 2) o dwa dodatkowe parametry, zwia-
zane z relatywng pozycja dwoch tokenéw wzgledem odlegtosci od siebie w poziomie oraz

W pionie strony:

Bij =W(i—j)+H([&— &)+ V(Im—n5)), 4)

gdzie (&;,m;) = (Cxy,C(y1 + y2)/2) sa wspdlrzgdnymi i — tego tokenu na stronie, wy-
znaczonymi na podstawie znormalizowanych wspoétrzednych prostokata ograniczajacego
token, b; = (z1,y1, T2,y2). H(¢) 1 V() sa trenowanymi wagami dla kazdej liczby catko-
witej z przedziatu ¢ € [—C, C') (po serii kilku eksperymentéw warto$¢ ta zostata ustalona

na C' = 100).

2.4.4 Trenowanie modelu w trybie nienadzorowanym

Wprowadzone modyfikacje do oryginalnego modelu RoBERTa wymagaty ponownego prze-
trenowania modelu w trybie nienadzorowanym. Finalny model LAMBERT-a (niektére modele
byly trenowane na potrzeby eksperymentdéw ablacyjnych) zostat wytrenowany na 8 kartach GPU
typu NVIDIA Tesla V100 32GB na specjalnie przefiltrowanym zbiorze plikoéw PDF $ciagnie-

tych z wykorzystaniem danych z Common Crawla’ przez okoto 1000 iteracji (co odpowiada

‘https://commoncrawl.org/
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Rysunek 5: LAMBERT - architektura modelu. Bloki oznaczone kolorem czerwonym pokazujg

modyfikacje, ktore zostaly wykonane w stosunku do oryginalnego modelu RoBERTa.

treningowi na 3 milionach stron przez okoto 25 epok). W celu uzyskania pozycji tokendw na
stornie kazdy dokument byt przetworzony przez wspomniane wczesniej narzgdzie do rozpozna-

wania znakow Tessseract.

2.4.5 Prezentacja i omowienie wynikow glownych

W celu weryfikacji jakosci modelu LAMBERT przeprowadzona zostala seria testow na czterech
publicznie dostepnych zbiorach danych: Kleister NDA, Charity, SROIE, CORD [43, 13, 30].
Dla zbioru SROIE posiadamy dwa wyniki: jeden wzigty ze strony wyzwania (oznaczony w
tabeli jako SROIE), drugi (oznaczony w tabeli jako SROIE*) jest wewnetrznym wariantem,
w ktorym udostepniony przez tworcéw wyzwania zbior trenujagcy zostal podzielony wewnetrz-
nie na podzbiory trenujacy i testowy. Do przeprowadzenia wszystkich eksperymentow wyko-
rzystany byt mechanizm opisany w Sekcji 2.2.3 1 publikacji [43] z uzyciem narze¢dzia Tesseract
do wstepnego przetwarzania dokumentow.

Przeprowadzona seria eksperymentow (Tablica 7) wykazata, ze nasz mechanizm znaczaco

poprawia jako$¢ dzialania modelu bazowego RoBERTa oraz modelu LayoutLM (zaréwno wa-
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Nasze eksperymenty Wyniki zewnetrzne

Model Liczba parametrow

NDA Charity SROIE* CORD SROIE
RoBERTa 125M 7791 7636  94.05 91.57 92.39°
RoBERTa (16M) 125M 78.50 77.88 9428 9198 93.03°
113M 77.50 77.20 94.00 93.82 94.38%?

LayoutLM
343M 79.14 77.13 96.48  93.62 97.09°
LAMBERT (16M) 125M 80.31 79.94 96.24  93.75 —
LAMBERT (75M) 125M 80.42 81.34 96.93 94.41 98.17°

Tablica 7: Poréwnanie wynikéw z wykorzystaniem miary F) dla przetestowanych modeli.
W nawiasach znajduje si¢ liczba stron, na jakich zostaly przetrenowane modele. Dla modelu
RoBERTa pierwszy wiersz odnosi si¢ do oryginalnego modelu, natomiast drugi odnosi si¢ do
modelu przetrenowanego na dokumentach z domeny biznesowo-prawnej. Wyniki # na podsta-

wie relewantnej publikacji, ® na podstawie strony wyzwania SROIE [14]

riantu bazowego, jak i duzego). Istotnym czynnikiem, ktory rzutuje na koncowe wyniki jest
rowniez zbior danych oraz dtugos¢ treningu modelu w trybie nienadzorowanym. Zgodnie z pa-
nujacym trendem w dziedzinie budowania modeli jezyka im wigksze i lepsze dane (odfiltrowane
z niskiej jakosci dokumentoéw) oraz dtuzszy trening, tym model LAMBERT jest skuteczniejszy

(patrz model wytrenowany na 16 vs 75 milionach stron) [16].
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3 Dorobek naukowy

Sekcja Publikacja

Punkty
MEIN

Cytowa-

nia**

Komentarz

2.1

Tomasz Stanislawek, Anna Wroblewska, Alicja Wojcicka, Daniel Ziem-
bicki, and Przemyslaw Biecek. Named Entity Recognition — Is There a
Glass Ceiling? In Proceedings of the 23rd Conference on Computatio-
nal Natural Language Learning (CoNLL), pages 624—633, Hong Kong,

China, November 2019. Association for Computational Linguistics.

140

11

2.2

Tomasz Stanistawek, Filip Gralinski, Anna Wréblewska, Dawid Lipinski,
Agnieszka Kaliska, Paulina Rosalska, Bartosz Topolski, and Przemystaw
Biecek. Kleister: Key information extraction datasets involving long do-
cuments with complex layouts. In Josep Lladés, Daniel Lopresti, and Seii-
chi Uchida, editors, Document Analysis and Recognition — ICDAR 2021,
pages 564—579, Cham, 2021. Springer International Publishing.

140

2.3

tukasz Borchmann*® Michal Pietruszka* Tomasz Stanislawek®, Da-
wid Jurkiewicz, Michal Turski, Karolina Szyndler, and Filip Gralin-
ski. DUE: End-to-end document understanding benchmark. https:
// openreview.net/ forum?id=rNs2FvJGDK. 2021.

0/200

(*) Rowny wktad w wykonana
prace. Publikacja jest w trakcie
recenzji na konferencj¢ Neu-

rIPS 2021.

2.4

Lukasz Garncarek®, Rafal Powalski*, Tomasz Stanistawek*, Bartosz To-
polski*, Piotr Halama, Michal Turski, and Filip Gralinski. Lambert:
Layout-aware language modeling for information extraction. In Josep
Llados, Daniel Lopresti, and Seiichi Uchida, editors, Document Analysis
and Recognition — ICDAR 2021, pages 532-547, Cham, 2021. Springer

International Publishing.

140

(*) Rowny wktad w wykonana
pracg. Wyrézniona nagroda na
konferencji ICDAR 2021 w ka-
tegorii Best Industry Related

Paper Award.

Tablica 8: Lista publikacji wchodzaca w sktad rozprawy doktorskiej. (**) Cytowania wyzna-

czone na podstawie platformy https://scholar.google.pl/.

W Tablicy 8 wyszczegbdlnione zostaty wszystkie prace wchodzace w sktad rozprawy dok-

torskiej, w ktorych jestem pierwszym autorem (roéwniez tam, gdzie wktad w prace jest taki sam

dla kilku oséb). Wigkszo$¢ z nich zostala wygloszona na cenionych konferencjach naukowych

(suma punktéw wedtug MEIN wynosi 420, jedna publikacja w trakcie recenzji). Dodatkowo

od momentu rozpoczecia doktoratu uczestniczytem jeszcze w trzech innych badaniach (Ta-

blica 9) [55, 12, 35], ktore $cisle wigzaly si¢ z tematyka rozprawy. Przed rozpoczeciem studiow

doktoranckich pracowatem przy kilku projektach naukowo-badawczych, po realizacji ktorych

powstaly trzy publikacje [36, 38, 36]. Moje dotychczasowe badania pozwolity osiggna¢ suma-

ryczng liczbg cytowan 113 oraz h-indeks wynoszacy 7.

28



Publikacja

Cytowa- Glowny wkiad w publikacje

nia**
Rafal Powalski and Tomasz Stanislawek. Unicase—rethinking casing in language 1 wymyslenie koncepcji, ustalenie meto-
models. arXiv preprint arXiv:2010.11936, 2020. dologii badania oraz pisanie pracy.
Filip Gralinski, Anna Wroblewska, Tomasz Stanislawek, Kamil Grabowski, and To- 7 Eksperymenty na zadaniach z domeny
masz Gorecki. Geval: Tool for debugging NLP datasets and models. In Tal Linzen, ekstrakcji informacji, edycja manu-
Grzegorz Chrupala, Yonatan Belinkov, and Dieuwke Hupkes, editors, Proceedings skryptu i wymyslanie nowych cech do
of the 2019 ACL Workshop BlackboxNLP: Analyzing and Interpreting Neural Ne- metody.
tworks for NLP, Blackbo-xNLP@ACL 2019, Florence, Italy, August 1, 2019, pages
254-262. Association for Computational Linguistics, 2019.
Anna Wroblewska, Tomasz Stanistawek, Barttomiej Prus-Zajqczkowski, and Lukasz 12 Metodologia badania, pisanie manu-
Garncarek. Robotic process automation of unstructured data with machine learning. skryptu.
In Position Papers of the 2018 Federated Conference on Computer Science and In-
formation Systems, FedCSIS 2018, Poznan, Poland, September 9-12, 2018, pages
9-16, 2018.
Jarostaw Protasiewicz, Witold Pedrycz, Marek Kozlowski, Stawomir Dadas, To- 52 Modut do klasyfikacji publikacji, two-
masz Stanistawek, Agata Kopacz, and Malgorzata Galezewska. A recommender rzenie oprogramowania, edycja publika-
system of reviewers and experts in reviewing problems.Knowledge-Based Systems, cji.
106:164-178, 2016.
Jacek Rapinski, Daniel Zinkiewicz, and Tomasz Stanislawek. Influence of human 7 Implementacja i testowanie wybranych
body on radio signal strength indicator readings in indoor positioning systems. Tech- algorytmow.
nical Sciences/University of Warmia and Mazury in Olsztyn, (19 (2)):117-127, 2016.
Jaroslaw Protasiewicz, Tomasz Stanislawek, and Slawomir Dadas. Multilingual 2 Metodologia badania, implementacja

and hierarchical classification of large datasets of scientific publications. In
2015 IEEE International Conference on Systems, Man, and Cybernetics, pages
1670-1675. IEEE, 2015.

i przeprowadzenie finalnych ekspery-

mentow, pisanie publikacji.

Tablica 9: Lista pozostalych publikacji. (**) Cytowania wyznaczone na podstawie platformy

https://scholar.google.pl/.
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4 Podsumowanie

Badania przeprowadzone w ramach rozprawy doktorskiej 1 opisane w sekcji 2 dotyczyty eks-
trakcji informacji z dokumentow o bogatej strukturze graficznej. W pierwszej kolejnosci wy-
konatem analiz¢ jakosci aktualnie najlepszych rozwigzan dotyczacych przetwarzania zwyklego
tekstu (Sekcja 2.1), co pozwolito mi na identyfikacje problemoéw i mozliwych kierunkoéw roz-
woju. Nastepnie skupitem si¢ na wprowadzeniu do dziedziny nowych zbioréw danych (Sek-
cja 2.2) uwzgledniajacych liczne problemy, ktore wczesniej nie byly podejmowane i rozwia-
zywane (m.in. dhugie dokumenty). Dodatkowo uczestniczylem w przygotowaniu poroéwnania
(Sekcja 2.3), w ktorym razem z gtdwnymi wspotautorami przygotowaliSmy zestaw zréznicowa-
nych zbioré6w danych do badania postgpu w szerszej dziedzinie, jaka jest rozumienie dokumen-
tow. Waznym aspektem tego badania byta konceptualizacja 1 wspdlny mianownik problemow
w calej dziedzinie, a nie tylko ekstrakcji informacji. Za najwazniejsze dzielo uznaj¢ prace ba-
dawcze zwigzane z powstaniem modelu LAMBERT (Sekcja 2.4). Wspolnie z trzema gléwnymi
cztonkami zespotu stworzyli§my nowy model jezyka, ktory dodaje informacj¢ o pozycji toke-
néw na stronie, co doprowadzito do uzyskania najlepszych wynikéw na kilku zbiorach danych:
Kleister NDA, Charity i SROIE [11, 14]. Za najwi¢ckszy swoj wkiad tutaj uznaj¢ bycie pomy-
stodawca uzycia modelu BERT/RoBERTa do problemu ekstrakcji informacji, wspdlne przygo-
towanie wstepnej architektury oraz przeprowadzenie serii eksperymentow ablacyjnych, ktére
doprowadzity do ustalenia najlepszej architektury.

Wigkszos$¢ publikacji (jedna praca jest w recenzji na konferencje NIPS 2021) sktadajaca
si¢ na niniejsza rozprawe¢ doktorskg zostata wygloszona na migdzynarodowych konferencjach
(CoNLL 2019, ICDAR 2021), co pokazuje jako$¢ przeprowadzanych badan. Ich znaczenie
podkresla rowniez fakt zdobycia nagrody w kategorii Best Industry Related Paper Award na
konferencji ICDAR 2021. Dodatkowo, poza omowionymi w rozprawie publikacjami, bytem
jeszcze wspodlautorem (ale nie gtownym) trzech prac [55, 12, 35], ktére czgsciowo wigza si¢

z tematyka poruszang w rozprawie.

4.1 Wklad w rozwoj dziedziny

Prace badawcze zwigzane z ekstrakcjg informacji z dokumentow o bogatej strukturze graficz-
nej rozpoczatem na poczatku 2019 roku. Dziedzina ta nie byta wowczas szczegolnie popularna,

a wigkszo$¢ rozwigzan tworzona byta z wykorzystaniem techniki rozpoznawania obrazow, sieci
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grafowych lub modeli opartych o sie¢ z atencja [18, 23, 28]. W tym samym czasie powstaty dwa
rownoleglte rozwigzania wykorzystujace po raz pierwszy modele jezyka: LayoutLM (pierwsze
wersja na arxiv pojawila si¢ 31 grudnia 2019 roku) oraz LAMBERT (publikacja zostata wy-
stana na konferencj¢ ACL w potowie grudnia 2019 roku, ale nie zostata ostatecznie przyjgta w
jej pierwszej wersji). Oba te rozwigzania wyznaczyty kierunek badan dla pozostatych naukow-
coOw zajmujacych si¢ tg tematyka. Dodatkowo przygotowane zbiory danych Kleister staty si¢

waznym elementem weryfikacji jako$ci nowo powstalych modeli [56, 3, 50].

4.2 Wdrozeniowe znaczenie przeprowadzonych badan

Prace, ktore wykonatem podczas studiow doktoranckich, byty $cisle zwigzane z aspektem wdro-
zeniowym 1 rozwigzywaniem realnych problemoéow biznesowych w firmie Applica.ai. Utwo-
rzenie modelu LAMBERT pozwolito na zwigkszenie jakosci dostarczanych ustug dla juz obstu-
giwanych klientdw oraz rozwigzanie dotychczas niemozliwych do realizacji przypadkow (np.
ekstrakcja danych tabelarycznych). Zbiory danych Kleister pozwolity na bardziej dokladne
przeprowadzenie badan ablacyjnych, co zaowocowato wyborem najlepszego modelu jezyka.
Ponadto, te badania przyczynity si¢ w duzej mierze do zbudowania nast¢pcy modelu LAM-

BERT, modelu TILT [34].
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Slowniczek pojec

Pojecia dobrze znane i rozpowszechnione w jezyku angielskim czesto nie maja swoich odpo-
wiednikéw w jezyku polskim. W zwigzku z czym, aby lepiej zrozumie¢ przedstawiong prace,
wyroznilem liste najwazniejszych terminow w jezyku polskim oraz ich thumaczenie na jezyk

angielski. Inspiracje czerpalem gtownie z pracy o Narodowym Korpusie J¢zyka Polskiego [49].

Dokumenty o bogatej strukturze graficznej - ang. Visually Rich Documents, VRDs
Rozumienie dokumentéw - ang. Document Understanding, DU

Optyczne rozpoznawanie znakow - ang. Optical character recognition, OCR
Tagowanie sekwencyjne - ang. Sequence Labelling

Anotacja - ang. annotation

Ekstrakcja informacji - ang. Information Extraction, IE

Ekstrakcja kluczowych informacji - ang. Key Information Extraction, KIE
Rozpoznawanie jednostek nazewniczych - ang. Named Entity Recognition, NER
Wektor stow/wektor - ang. words embeddings/embedding

Trenowac¢ w trybie nienadzorowanym - ang. unsupervised training

Rozumienie obrazéw - ang. Computer Vision, CV

Robotyzacja proceséw - ang. Robotic Process Automation, RPA

Gtowa atencji - ang. Attention head
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Abstract

Recent developments in Named Entity Recog-
nition (NER) have resulted in better and bet-
ter models. However, is there a glass ceil-
ing? Do we know which types of errors are
still hard or even impossible to correct? In
this paper, we present a detailed analysis of
the types of errors in state-of-the-art machine
learning (ML) methods. Our study reveals the
weak and strong points of the Stanford, CMU,
FLAIR, ELMO and BERT models, as well as
their shared limitations. We also introduce
new techniques for improving annotation, for
training processes and for checking a model’s
quality and stability.

Presented results are based on the CoNLL
2003 data set for the English language. A new
enriched semantic annotation of errors for this
data set and new diagnostic data sets are at-
tached in the supplementary materials.

1 Introduction

The problem of Named Entity Recognition (NER)
was defined over 20 years ago at the Message Un-
derstanding Conference (MUC, 1995; Sundheim,
1995). Nowadays, there are a lot of solutions ca-
pable of a very high accuracy even on very hard
and multi-domain data sets (Yadav and Bethard,
2018; Li et al., 2018).

Many of these solutions benefit from large
available data sets or from recent developments
in deep neural networks. However, in order to
progress further with this last mile, we need a bet-
ter understanding of the sources of errors in NER
problem; as it is stated that “The first step to ad-
dress any problem is to understand it”. We per-
formed a detailed analysis of errors on the pop-
ular CoNLL 2003 data set (Tjong Kim Sang and
De Meulder, 2003).

Of course, different models make different mis-
takes. Here, we have focused on models that con-
stitute a kind of breakthrough in the NER do-
main. These models are: Stanford NER (Finkel
et al., 2005), the model made by the NLP team
from Carnegie Mellon University (CMU) (Lample
et al., 2016), ELMO (Peters et al., 2018), FLAIR
(Akbik et al., 2018) and BERT-Base (Devlin et al.,
2018). In the Stanford model, Conditional Ran-
dom Fields (CRF) with manually created features
were tackled. Lample and the team (at CMU) used
an LSTM deep neural network with an output with
CRF for the first time. ELMO and FLAIR are
new language modeling techniques as an encoder,
and LSTM with a CRF layer as an output decoder.
A team from Google used a fine-tuning approach
with the BERT model in a NER problem for the
first time, based on a Bi-diREctional Transformer
language model (LM).

We analyzed the data set from a linguistic point
of view in order to understand problems at a
deeper level. As far as we know only a few
studies analyse in details errors for NER prob-
lems (Niklaus et al., 2018; Abudukelimu et al.,
2018; Ichihara et al., 2015). They mainly explore
a range of name entities (boundaries in a text) and
the precision and popular metrics of a class pre-
diction (precision, recall, F1). We found the fol-
lowing discussions valuable:

e (Abudukelimu et al., 2018) on annotation and
extraction of Named Entities,

e (Brasoveanu et al., 2018) on an analysis of
errors in Named Entity Linking systems,

e (Manning, 2011) on linguistic limitations in
building a perfect Part-of-Speech Tagger.

We took a different approach. First, our team
of data scientists and linguists defined 4 major and
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11 minor categories of types of problems typical
for NLP (see Tab. 2). Next, we acquired all er-
roneous samples (containing errors in model out-
puts) and we assigned them to the newly defined
categories. Finally, we characterized the incorrect
output of the models with regard to gold standard
annotations and following our team’s consensus.

Accordingly, our overall contribution is a con-
ceptualization and classification of the roots of
problems with NER models as well as their char-
acterization. Moreover, we have prepared new di-
agnostic sets for some of our categories so that
other researchers can check the weakest points of
their NER models.

In the following sections, we introduce our ap-
proach regarding the re-annotation process and
model evaluation (section 2); we also show and
discuss the results (section 3). Finally, we con-
clude our paper with a discussion (section 4) and
draw conclusions (section 5).

2 Method

We commenced our research by reproducing the
selected models for the CoNLL 2003 data set'.
Then, we analysed the erroneous samples, sen-
tences from the test set. It is worth mentioning
that we analysed the most common types of named
entities, i.e. PER - names of persons, LOC - lo-
cation names, ORG - organization names. Hav-
ing several times reviewed the model results and
the error-prone data set, we defined the linguistic
categories that are the most probable sources of
model mistakes. As a result, we were able to an-
notate the samples with these categories; we then
analysed the results and found a few possible im-
provements.

2.1 Models description

A brief history of the key developments of NER
models for the CoNLL data is listed in Table 1. In
our analysis, we chose 5 models (bold in the table)
that make up significant progress.

Stanford NER CRF was the first industry-
wide library to recognize NERs (Finkel et al.,
2005). The LSTM layer put forward by Lam-
ple from Carnegie Mellon University (CMU) was
the first deep learning architecture with a CRF
output layer (Lample et al., 2016). The fol-
lowing: a token-based language model (LM)

! The details of the model parameters are described in our
supplementary materials.
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Model F1

Ensemble of HMM, TBL, MaxEnt, 88.76
RRM (Florian et al., 2003)
Semi-supervised learning (Ando 89.31
and Zhang, 2005)

Stanford CRF (Finkel et al., 2005) 87.94
Neural network (Collobert et al., 89.59
2011)

CRF & lexicon embeddings (Passos  90.90
etal., 2014)

CMU LSTM-CRF (Lample et al., 90.94
2016)

Bi-LSTM-CNNs-CRF  (Ma and 91.21
Hovy, 2016)

ELMO: Token based LM Bi- 92.22
LSTM-CRF (Peters et al., 2018)
BERT-base: Fine tune Bi- 924

Transformer LM with BPE token (%)
encoding (Devlin et al., 2018)

CVT: Cross-view training with Bi- 92.61
LSTM-CRF (Clark et al., 2018)
BERT-large: Fine tune Bi- 92.8

Transformer LM with BPE token (%)
encoding (Devlin et al., 2018)

FLAIR: Char based LM + Glove 93.09
with Bi-LSTM-CRF (Akbik et al., (**)
2018)

Fine tune Bi-Transformer LM with 93.5

CNN token encoding (Baevski
et al., 2019)

Table 1: Results reported in authors’ publications about
NER models on the original CoNLL 2003 test set. (*)
There is no script for replicating these results and also
hyper-parameters were not given. See a discussion
at (google bert, 2019) (**) This result was not achieved
with the current version of the library. See a discussion
at (Flair, 2018) and the reported results at (Akbik et al.,
2019)

with bi-LSTM with CRF (ELMO) (Peters et al.,
2018), a character-based LM with the same output
(FLAIR) (Akbik et al., 2018) and a bi-directional
language model based on an encoder block from
the transformer architecture (BERT) with a fine
tune classification output layer (Devlin et al.,
2018) are very important techniques; and that not
only in the domain of NER.

2.2 Linguistic categories

From a human perspective, the task of NER in-
volves several sources of knowledge: the situation
in which the utterance was made, the context of



other texts and utterances in the particular domain,
the structure of the sentence, the meaning of the
sentence, and general knowledge about the world.

While designing categories for annotation, we
tried to define these layers of NEs understand-
ing; however, some of them are particularly prob-
lematic. For example, there is a problem with a
distinction between the meaning (of lexical items
and of a whole sentence) and general knowledge.
Since there is an enormous and relentless linguis-
tic and philosophical debate on this topic (Rey,
2018), we decided not to delimit these categories
and not to distinguish them. Therefore, they have
been labeled together as ’sentence level context’
(SL-C).

Consequently, we ended up with a set of cate-
gories for annotating the items (sentences) from
our data set, which are presented in Table 2 as
well as described briefly in the following sections
and more precisely in the supplementary materi-
als. We have also added more examples for each
category in this material.

shortcut linguistic property

DE- Data set Errors

DE-A Annotation errors

DE-WT Word Typos

DE-BS Word/Sentence Bad Segmentation
SL- Sentence Level dependency
SL-S Sentence Level Structure
SL-C Sentence Level Context

DL- Document Level dependency
DL-CR Document Co-Reference
DL-S Document Structure

DL-C Document Context

G- General properties

G-A General Ambiguity

G-HC General Hard Case

G-I General Inconsistency

Table 2: Linguistic categories prepared for our annota-
tion procedure.

DE-A: Annotation errors are obvious errors
in the preliminary annotations (the gold standard
in the CoNLL test data set). For example: in the
sentence "SOCCER - JAPAN GET LUCKY WIN,
CHINA IN SURPRISE DEFEAT” as a gold stan-
dard annotation "CHINA” is assigned a person
type; it should, however, be defined as a location
so as to be consistent with the other sentence an-
notations.

DE-WT: Word typos are simple typos in any
word in a sample sentence, for exmple: ”Pollish”
instead of ”Polish”.

DE-BS: Word-sentence bad segmentation.
We annotated this case if a few words, joined
together with a hyphen or separated by a space,
were incorrectly divided into tokens (e.g. ”India-
South”), or where a sentence was erroneously di-
vided inside a boundary of a named entity, which
prevented its correct interpretation. For exam-
ple: in the data set there is a sentence divided
into two parts: “Results of National Hockey” and
”League”.

SL-S: Sentence level structure dependency
occurs when there is a special construction within
a sentence (a syntactic linguistic property) that is
a strong premise for defining an entity. In the
studied material, we distinguished two such con-
structions: brackets and bullets. The error receives
the SL-S annotation, when the system should have
been able to recognize a syntactic linguistic prop-
erty that leads to correct NER tagging but failed
to do so and made a NER mistake. For example:
one of the analysed NER systems did recognize
all locations except " Philippines” in the following
enumerating sentence: “ASEAN groups Brunei,
Indonesia, Malaysia, the Philippines, Singapore,
Thailand and Vietnam.” .

SL-C: Sentence level context cases are those
in which one is able to define an appropriate cat-
egory of NE based only on the sentence context.
For example: one of NER systems has a prob-
lem with recognizing the organization ”Office of
Fair Trading” in the sentence: ”Lang said he sup-
ported conditions proposed by Britain’s Office of
Fair Trading, which was asked to examine the case
last month.”.

DL-CR: Document level co-reference cate-
gory was annotated if there was a reference within
a sentence to an object that was also referred to in
another sentence in the same document. For exam-
ple: evaluating the "Zywiec” named entity in the
sentence “Van Boxmeer said Zywiec had its eye
on Okocim ...”, it has to be considered that there is
another sentence in the same document in the data
set that explains the organization name, which is:
”Polish brewer Zywiec’s 1996 profit...”.

DL-S: Document level structure cases are
those in which the structure of a document plays
an important role, i.e. the occurrence of objects
in the table (for example the headings determine
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the scope of an entity itself and its category). For
example: look at the following three sentences,
which obviously compose a table: ”Port Loading
Waiting”; ”Vancouver 5 7”, ”Prince Rupert 1 3.
One of our NER systems had a problem with rec-
ognizing each localisation inside the table; how-
ever, the system recognized the header as a named
entity.

DL-C: Document level context is a type of a
linguistic category in which the entire context of
a document (containing an annotated sentence) is
needed in order to determine a category of an anal-
ysed entity, and in which none of the sentence
level linguistic categories has been assigned (nei-
ther SL-S and SL-C).

G-A: General ambiguity are those situations
in which an entity occurs in a different sense from
that in which this word (entity) is used in its most
common understanding and usage. For example:
the common word ’pace’ may as well be occur to
be a surname, as in the following sentence: ”Pace,
a junior, helped Ohio State...”.

G-HC: General hard cases are cases occur-
ring for the first time in a set in a given sub-
type, and which can be interpreted in two differ-
ent ways. For example: "Real Madrid’s Balkan
strike force...” where the word 'Balkan’ can be a
localisation or an adjective.

G-I: General inconsistency are cases of incon-
sistencies in the annotation (in the test set itself as
well as between the training and test sets). For ex-
ample in the sentence: ”... Finance Minister Ed-
uardo Aninat said.”, the word ’'Finance’ is anno-
tated as an organisation but in the whole data set
the names of ministries are not annotated in the
context of the role of a person.

2.3 Annotation procedure

All those entities that had been incorrectly recog-
nized by any of the tested modelsfalse positives,
false negatives and wrongly tagged entities were
annotated in our research by two teams. Each
team consisted of a linguist and a data scientist.
We did not analyse errors with the MISC entity
type, but the person, localisation and organisation
names. The MISC type comprises a variety of
NERs that are not of other types. Its definition is
rather vague and it is hard to conceptualize what it
actually means, e.g. if whether it comprises events
or proper names, or even adjectives.

The annotation process was performed in four

steps:

1. a set of linguistic annotation categories was
established, see the previous section 2.2;

2. the data set was split into two equal parts: one
part for each team; all entities were annotated
twice, by a linguist and by a data scientist,
each working independently;

3. the annotations were compared and all incon-
sistencies were solved within each team;

4. two teams checked the consistency of the
other team’s annotations; all borderline and
dubious cases were discussed by all team
members and reconciled.

The inter-annotator agreement statistics and
Kappa are presented in Table 3. A few categories
were very difficult to conceptualize, so it took
more time to solve these inconsistencies. In these
inconsistent cases, two annotators (a linguist and a
data scientist) thoroughly discussed each example.

Not all categories (see Table 2) were annotated
by the whole team. Those easy to annotate, as the
categories regarding simple errors (i.e. DE-A, DE-
WT, DE-BS), were done by one person and then
just checked by another.

The general inconsistencies category (G-1) were
done semi-automatically and then checked. The
semi-automatic procedure was as follows: first
finding similarly named entities in the training and
test sets and then looking at their labels. By ’sim-
ilarly named entities” we mean, e.g. a division of
an organization having a geographical location in
its name (“’Pacific Division”), or a designation of a
person from any country ("Czech ambassador”).

Additionally, a document level context (DL-C)
category was derived from the rule of not being
present in any sentence level category (i.e. SL-C
or SL-S).

2.4 Our diagnostic procedure

The next step, after the analysis of linguistic cate-
gories of errors, was to create additional diagnos-
tic sets. The goal of this approach was to find, or
create, more examples that reflect the most chal-
lenging linguistic properties; these can be sen-
tence and document level dependencies and can
also include a few ambiguous examples. These
ambiguities are for instance names that contain
words in common usage. We selected 65 examples
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annotated class  agreement [%]  Kappa
SL-S 94.99 0.572
SL-C 69.64 0.389
DL-CR 78.00 0.554
DL-S 81.44 0.536
G-A 68.96 0.252
G-HC 74.46 0.340
Table 3: Inter-annotator statistics (agreement and

Kappa) at the very first stage of the annotation proce-
dure, before discussing each controversial example and
the super-annotation stage. The statistics are calculated
for those categories that were annotated by human an-
notators.

from Wikipedia articles per two groups of linguis-
tic problems: sentence-level and document-level
contexts.”

The first diagnostic set comprises sentences in
which the properties of a language, general knowl-
edge or a sentence structure are sufficient to iden-
tify a NE class. We use this Template Sen-
tences (TS) to check whether a model will have
the same quality after changing words, i.e. a name
of an entity. For each sentence we prepared at least
2 extra entities with different lengths of words
which are well suited to the context. For exam-
ple in a sentence: “Atlético’s best years coincided
with dominant Real Madrid teams.”, the football
team “Atlético” can be replaced with ”Deportivo
La Coruiia”.

The second batch of documents was a group of
sentences in which a sentence context is not suffi-
cient to designate a NE, so we need to know more
about the particular NE, e.g. we need to look for
its co-references in the document, or we require
more context, e.g. a whole table of sports re-
sults, not only one row. (This particular case often
occurs in the CoNLL 2003 set when referring to
sports results.) We called this data set Document
Context Sentences (DCS). In this data set we an-
notated NEs and their co-references that are also
NEs. An example of such a sentence and its con-
text is as follows: ”In 2003, Loyola Academy (X,
ORG) opened a new 60-acre campus ... The prop-
erty, once part of the decommissioned NAS Glen-
view, was purchased by Loyola (X,ORG) in 2001.”
The second occurrence of the ”"Loyola” name is
difficult to recognize as an organization without
its first occurrence, i.e. "Loyola Academy”.

2Our prepared diagnostic data sets are avail-
able at https://github.com/applicaai/
ner-resources
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The other type of a diagnostic set is fairly sim-
ple. It is generated from random words and let-
ters that are capitalized or not. Its purpose is just
to check if a model over-fits a particular data set
(in our case, the CoNLL 2003 set). A scrutinized
model should not return any entities on those Ran-
dom Sentences (RS). We generated 2 thousands of
these pseudo-sentences.

3 Results

3.1 Annotation quality

In Table 4 we gathered our model’s results for the
standard CoNLL 2003 test set and the same set
after the re-annotation and correction of annota-
tion errors. We replaced only those annotations
(gold standard) which we (all team members) were
sure of. Those sentences in which the class of
an entity occurrence was ambiguous were not cor-
rected. This shows that the models are better than
we thought they were, and so we corrected only

the test set and left the inconsistencies.>.

Stan- CMU ELMO FLAIR BERT

ford
ALL-O 88.13 89.78 92.39 92.83 91.62
ALL-C  88.73 90.39 93.21 93.79 92.33
PER-O 9331 95.74 97.07 97.49 96.14
PER-C 9394 96.49 97.81 98.08 96.88
ORG-O 84.23 86.90 90.68 91.34 90.61
ORG-C 84.89 87.53 91.61 92.64 91.44
LOC-O 90.83 92.02 93.87 94.01 92.85
LOC-C  91.58 92.62 94.92 94.72 93.59
MISC-O 79.10 77.31 82.31 82.89 80.81
MISC-C 79.37 77.58 82.47 84.40 81.10

Table 4: Results for selected models on the original
(designated as ending ’...-O’) and re-annotated / cor-
rected (’...-C’) CoNLL 2003 test set concerning NE
classes (ALL comprise PER, ORG, LOC, MISC). The
given metric is a multilabel-F1 score (percentages).

3.2 Linguistic categories statistics

In the CoNLL 2003 test set, we chose as samples
words and sentences in which at least one model
made a mistake. The set of errors comprises 1101

3A small part of the data set of annotation cor-
rections and also the debatable cases will be available
at our github — https://github.com/applicaai/
ner-resources. We decided not to open the whole data
set, because it is the test set and the tuning models on this set
would lead to unfair results. On the other hand, we could not
perform the analysis on a validation set because it is rather
poor with respect to different kinds of linguistic properties.



named entities. The results of each model on this
set in terms of our linguistic categories are pre-
sented in Fig. 1, Fig. 2 and in Table 5.

Most mistakes were made by the Stanford and
CMU models, 703 and 554 respectively. ELMO,
FLAIR and BERT, which use contextualised lan-
guage models, performed much better. These em-
bedded features help the models to understand
words in their context and thus resolve most prob-
lems with ambiguities.

The CMU model has most problems with sen-
tence level context and ambiguity. This is prob-
ably due to the fact that this model uses non-
contextualized embedded features (Fig. 2). The
Stanford model fares the worst in terms of struc-
tured data (almost twice as many errors as the
other models), which means that it is not good at
defining an entity type within a very limited con-
text (Tab. 5). The Stanford model’s hand-crafted
features do not store information about the proba-
bilities of words which could represent a specific
entity type. It generates much more errors than the
other models.

Stan- CMU ELMO FLAIR BERT
ford
DE-WT 10 6 9 8 10

DE-BS 38 39 33 33 40
SL-S 46 21 13 16 11

SL-C 448 378 250 223 300
DL-CR 372 316 198 184 263
DL-S 202 107 97 100 117
DL-C 247 175 144 146 170
G-A 219 183 98 101 94
G-HC 72 68 65 59 65
G-I 19 20 21 20 20
Errors 703 554 395 370 472
Unique

errors 235 93 23 12 79

Table 5: Number of errors for a particular model and
a particular class of errors. The total number of anno-
tated errors is 1101.

Modern techniques using contextualized lan-
guage models like ELMO, FLAIR and BERT re-
duced a number of mistakes in SL-C category
by more than 50% in comparison to the Stanford
model. But they are unable to fix most errors in
general problems related to inconsistency (G-I),
general hard cases (G-HC) or word typos (DE-
WT). See Figure 4 for more details.

Nevertheless, there are still a lot of common
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FLAIR BERT
CMU 3.65% 14.1% ELMO
29% <« 076% . 3,9q,

212% 250%  2.64% 453%
27.8%

5.16% 126%

3.15%  5.04%

2.02%

Figure 1: Venn diagram for errors in the CMU, FLAIR,
BERT, ELMO models. The four models generate 794
errors and 221 are common to all of them. The Stanford
model as the most error-prone is here not referred to.

problems (27.8%). In common errors (Fig. 3), SL-
C (sentence level context) and DL-CR (document
level co-reference) co-occur the most often. Thus,
if a model also takes into account the context of
a whole document, it can be of great benefit. Con-
sidering a document structure (DL-S) in modeling
is also very important. This also can help to re-
solve a lot of ambiguity issues (G-A). Here is an
example of such a situation: ”Pace outdistanced
three senior finalists...”, ”Pace” is a person’s sur-
name, but one is able to find it out only when
analysing the whole document and finding refer-
ences to it in other sentences that directly point to
the class of the named entity.

We must be aware of the fact that some prob-
lems cannot be resolved with this data set, not
even in general. Those problems have roots in two
main areas: data set annotation (word typos, bad
segmentation, inconsistencies) and a complicated
structure of a language. Generally in most lan-
guages it is easier to say what entity represents a
real word instance than to define an exact entity
type (especially when we use a metonymic sense
of a word), e.g. *Japan’ can be a name of a country
or of a sports team.

3.3 Diagnostic data sets

Looking at the models’ results in our diagnostic
data sets (Tab. 6), the first and most important ob-
servation is that we achieved significantly lower
results than originally on the CoNLL 2003 test



Correspondence analysis for NER models and errors
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Figure 2: Correspondence analysis for the models’ er-
rors. ELMO, FLAIR and BERT are more affected by
G-HC and G-I, FLAIR is also reduced with DL-C and
DE-WT. See Table 5 for more details and Table 2 for
names of categories.
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Figure 3: Heatmap for errors from the five considered
models. 197 errors are common to all the models. In
this figure we can see which linguistic categories tend
to occur together.

set*. The reason for this is that diagnostic exam-
ples were selected for a broader range of topics
(not only politics or sports). In particular, docu-
ment context sentences (DCS) contain 364 unique
entities of which only 47 appeared in an exact
word form in the training data, and only 42 of them
have the same entity type (organization, location
or person) - the same type as in the CoNLL 2003

*We add statistics and a few examples from our diagnostic
data sets in the supplementary materials.
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Stanford CMU ELMO FLAIR BERT
DE-BS
SL-C G-I
SL-S G-HC

DL-S

Figure 4: Radar plot with the strong and weak sides of
NER models. A radius corresponds to a number of er-
rors in a given linguistic category, the smaller the better.
See Table 5 for more details.

training set. Additionally, those sentences are also
difficult due to their linguistic properties (for some
entities you must analyse a whole article to prop-
erly distinguish their type).

As far as the results of the diagnostic sets are
concerned, we observed much better results for
solutions using embeddings generated by the lan-
guage models. It seems that by using ELMO
embeddings we can outperform the FLAIR and
BERT-Base models in case of sentences about
general topics, in which the context of a whole
sentence is more important than properties of
words composing entities.

Moreover, when we tested all the models on
random sentences (RS), this was not so good as we
might have expected. All the models are very sen-
sitive to words starting with or consisting of cap-
ital letters. Results from this diagnostic set could
help to choose a model that must work properly
on documents which were produced by the OCR
engine with their many mistakes and misspellings.

Another interesting idea is to train or just test
a model on some template sentences (TS). With
such a data set we can test a model’s ability to de-
tect proper boundaries of an entity. We can do it
by replacing a template entity with another one
consisting of a different number of words. We
could also adjust our models to a particular do-
main, e.g.to change entities with a PERSON type
in an original data set to be more globally diversi-
fied, if we have to extract person names from the



whole world (Asian or Russian names).

Stan- CMU ELMO FLAIR BERT

ford
DCS (F1) 45.37 61.86 76.36 71.89 68.90
DCS (P) 43.66 58.07 73.11 69.35 59.06
DCS (R) 4721 66.17 79.92 74.63 82.66
TS-O (F1) 6896 79.66 89.45 88.51 83.47
TS-O(P) 76.92 78.33 8548 85.25 75.18
TS-O (R) 62.50 81.03 93.81 92.04 93.81
TS-R (F1) 63.06 72.86 85.01 86.63 79.66
TS-R(P) 6547 70.65 81.45 83.70 71.60
TS-R(R) 60.83 7521 88.91 89.77 89.77
RS (No) 3571 3339 2096 1404 3086

Table 6: Diagnostic data sets results for selected mod-
els: 'DCS’ - Document Context Sentences, *TS-O’
- Template Sentences with original entities, *TS-R’ -
Template Sentences with replaced entities, 'RS’ - Ran-
dom Sentences. Fl=multilabel F1-score, P=Precision,
R=Recall, No=number of returned entities (lower is
better). In the RS data set there are 2000 strings pre-
tending to be sentences.

4 Discussion

On the basis of our research, we can draw a num-
ber of conclusions that are not often addressed
to in publications about new neural models, their
achievements and architecture. The scope of any
assessment of new methods and models should be
broadened to the understanding of their mistakes
and the reasons why these models perform well
or poorly in concrete examples, contexts and word
meanings. These issues are particularly important
in text data sets, in which semantic meaning and
linguistic syntax are very complex.

In our effort to define linguistic categories for
problematic Named Entities and their statistics in
the CoNLL 2003 test set, we were able to draw
a few additional conclusions regarding data an-
notation and augmentation processes. Moreover,
our categories are similar to the taxonomy defined
in publication about errors analysis for Uyghur
Named Tagger (Abudukelimu et al., 2018).

4.1 The annotation process

The annotation process is a very tedious and ex-
haustive task for a person involved. Errors in data
sets are expected but what must be checked is their
impact on generalizing a model, e.g. one can cre-
ate entities in places where they do not occur and
check the model’s stability. There are some useful
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applications for detecting annotation errors (Rat-
ner et al., 2017), (Gralinski et al., 2019) and (Wis-
niewski, 2018) but they are not used very often.
Obviously, an appropriate and exhaustive docu-
mentation for the data set creation and annota-
tion process is crucial. All annotated entity types
should be described in details and examples of
border cases should be given. In our analysis of
the CoNLL 2003 data set we did not find any doc-
umentation. We have made our own assumptions
and tried to guess why some classes are annotated
in a given way. However, the work was hard and
required many discussions and extended reviews
of literature.

Secondly, there is a need for extended data sets
with a broadened annotation process, similar to
that of our diagnostic sets. E.g. linguists can ex-
tend their work not only just to the labelling of
items (sentences), but also to indicating the scope
of context that is necessary to recognise an entity,
and to extending annotations for difficult cases or
adding sub-types of entities.

Our work on diagnostic data sets is an attempt
to extend an annotation process by focusing only
on specific use cases which are less represented in
the original data set.

4.2 Extended context

A new model training process itself should consist
of more augmentation of the data set. Currently,
there is some work being done on this topic, e.g.
a semi-supervised context change with cutting the
neighbourhood around NEs using a sliding win-
dow (Clark et al., 2018). Other techniques could
be a random change of the first letter (or whole
words) of NEs so that the model would not be so
vulnerable to capitalized letters in names or small
changes in sentences (e.g. adding or removing a
dot at the end of a sentence).

Furthermore, a sentence itself is not always suf-
ficient to recognise a class of a NE. In these cases,
in both training and test data sets, there should be
more samples where there are indications of co-
references that are important to recognise particu-
lar NEs. Then, the input of a model should com-
prise a sentence and embedded features (or any
representation) of co-references or their contexts.
E.g. 7Little was banned. Peter Little took part
in the last match with Welsh team.” - in the first
sentence, we are are not sure if it is a NE. Then
”Peter Little” indicates the proper NE type. An



example of a model and data processing pipeline
(i.e. memory of embeddings) that takes into con-
sideration the same names in different sentences
is to be found in (Akbik et al., 2019) and (Zhang
et al., 2018).

Another important improvement is adding in-
formation about document layout or the structure
of a text, e.g. a table, its rows and columns, and
headings. In CoNLL 2003, there are many sports
news, stock exchange reports or timetables where
the structure of a text helps to understand its con-
text, and thus to better recognise its NEs. Such
a solution for another domaininvoice information
extractionis elaborated on by (Katti et al., 2018)
or (Liuetal., 2019). The solutions mentioned here
combine character information with document im-
age information in one architecture of a neural net-
work.

The CoNLL 2003 test set is certainly too small
to test the generalisation and stability of a model.
Faced with this issue, we must find new techniques
to prevent over-fitting. For instance, we could
check a model’s resistance to examples prepared
in our diagnostics data sets, e.g. after changing a
NE in a template sentence, the model should find
the entity in the same place. We could also pre-
pare small modifications to our original sentences,
e.g. add or remove a dot at the end of an exam-
ple and compare results (similarly to adversarial
methods).

S5 Concluding remarks

Mistakes are not all created equal. A comparison
of models based on scores like F1 is rather simplis-
tic. In this paper we defined 4 major and 11 minor
linguistic categories of errors for NER problems.
For the CoNLL 2003 data set and five impor-
tant ML models (Stanford, CMU, ELMO, FLAIR,
BERT-base) we re-annotated all errors with re-
spect to the newly proposed ontology.

The presented analysis helps better understand
a source of problems in recent models and also to
better understand why some models are more reli-
able on one data set but less not on another.
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Abstract. The relevance of the Key Information Extraction (KIE) task
is increasingly important in natural language processing problems. But
there are still only a few well-defined problems that serve as bench-
marks for solutions in this area. To bridge this gap, we introduce two
new datasets (Kleister NDA and Kleister Charity). They involve a mix
of scanned and born-digital long formal English-language documents.
In these datasets, an NLP system is expected to find or infer various
types of entities by employing both textual and structural layout fea-
tures. The Kleister Charity dataset consists of 2,788 annual financial
reports of charity organizations, with 61,643 unique pages and 21,612
entities to extract. The Kleister NDA dataset has 540 Non-disclosure
Agreements, with 3,229 unique pages and 2,160 entities to extract. We
provide several state-of-the-art baseline systems from the KIE domain
(Flair, BERT, RoBERTa, LayoutLM, LAMBERT'), which show that our
datasets pose a strong challenge to existing models. The best model
achieved an 81.77% and an 83.57% F1-score on respectively the Kleister
NDA and the Kleister Charity datasets. We share the datasets to encour-
age progress on more in-depth and complex information extraction tasks.

Keyword: Key information extraction, visually rich documents, named
entity recognition

1 Introduction

The task of Key Information Extraction (KIE) from Visually Rich Documents
(VRD) has proved increasingly interesting in the business market with the recent

© Springer Nature Switzerland AG 2021
J. Lladés et al. (Eds.): ICDAR 2021, LNCS 12821, pp. 564-579, 2021.
https: //doi.org/10.1007/978-3-030-86549-8_36
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STATEMENT OF FINANCIAL
ACTIVITIES

for the year ended 31 December 2017 incorporating
an income and expenditure account

First page:

Names of the charity trustees who manage the charity

Trustee name Ofice it any) o

14 recognised gains and losses

e S5z swr  aeso s sier tess

Names of the trustees for the charity, if any, (for example, any custodian trustees) o " e
[Name \[ Date if not for whole year

TR ' April 2009

Fig. 1. Examples of a real business applications and data for Kleister datasets. (Note:
The key entities are in blue.) (Color figure online)

rise of solutions related to Robotic Process Automation (RPA). From a busi-
ness user’s point of view, systems that, fully automatically, gather information
about individuals, their roles, significant dates, addresses and amounts, would be
beneficial, whether the information is from invoices or receipts, from company
reports or contracts [9,12,13,16,18,21,22]. There is a disparity between what
can be delivered with the KIE domain systems on publicly available datasets
and what is required by real-world business use. This disparity is still large and
makes a robust evaluation difficult. Recently, researchers have started to fill the
gap by creating datasets in the KIE domain such as scanned receipts: SROIE!
[18], form understanding [11], NIST Structured Forms Reference Set of Binary
Images (SFRS)? or Visual Question Answering dataset DocVQA [15].

This paper describes two new English-language datasets for the Key Infor-
mation Extraction tasks from a diverse set of texts, long scanned and born-
digital documents with complex layouts, that address real-life business problems
(Fig. 1). The datasets represent various problems arising from the specificity of
business documents and associated business conditions, e.g. complex layouts,
specific business logic, OCR. quality, long documents with multiple pages, noisy
training datasets, and normalization. Moreover, we evaluate several systems from
the KIE domain on our datasets and analyze KIE tasks’ challenges in the busi-
ness domain. We believe that our datasets will prove a good benchmark for more
complex Information Extraction systems.

! https://rrc.cve.uab.es/?ch=13&com=evaluation&task=3.
2 https://www.nist.gov /srd /nist-special-database-2.
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The main contributions of this study are:

1. Kleister — two novel datasets of long documents with complex layouts:
3,328 documents containing 64,872 pages with 23,772 entities to extract (see
Sect. 3);

2. our method of collecting datasets using a semi-supervised methodology, which
reduces the amount of manual work in gathering data; this method has the
potential to be reused for similar tasks (see Sect. 3.1 and 3.2);

3. evaluation over several state-of-the-art Named Entity Recognition (NER)
architectures (Flair, BERT, RoBERTa, LayoutLM, LAMBERT) employing
our Pipeline method (see Sect.4.1 and 5);

4. detailed analysis of the data and baseline results related to the Key Informa-
tion Extraction task carried out by human experts (see Sect. 3.3 and 5).

The data, except for the test-set gold standard, are available at https://github.
com/applicaai/kleister-nda.git and https://github.com/applicaai/kleister-cha-
rity.git. A shared-task platform where submissions can be evaluated, also for the
test set, is available at https://gonito.applica.ai.

2 Related Work

Our main reason for preparing a new dataset was to develop a strategy to deal
with challenges faced by businesses, which means overcoming such difficulties as
complex layout, specific business logic (the way that content is formulated, e.g.
tables, lists, titles), OCR quality, document-level extraction and normalization.

2.1 KIE from Visually Rich Documents (publicly Available)

A list of KIE-oriented challenges is available at the International Conference
on Document Analysis and Recognition ICDAR 2019 (cf. Table1). There is
a dataset called SROIE* with information extraction from a set of scanned
receipts. The authors prepared 1,000 whole scanned receipt images with anno-
tated entities: company name, date, address, and total amount paid (a similar
dataset was also created [18]). Form Understanding in Noisy Scanned Docu-
ments is another interesting dataset from ICDAR 2019 (FUNSD) [11]. FUNSD
aims at extracting and structuring the textual content of forms. However, the
authors focus mainly on understanding tables and a limited range of document
layouts, rather than on extracting particular entities from the data. The point
is, therefore, to indicate a table but not to extract the information it contains.

2.2 KIE from Visually Rich Documents (publicly Unavailable)

There are also datasets for the Key Information Extraction task based on
invoices [9,12,16,17]. Documents of this kind contain entities like ‘Invoice date,’

3 http://icdar2019.org/competitions-2/.
* https://rrc.cvc.uab.es/?ch=13.
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‘Invoice number,” ‘Net amount’ and ‘Vendor Name’, extracted using a combina-
tion of NLP and Computer Vision techniques. The reason for such a complicated
multi-domain process is that spatial information is essential for properly under-
standing these kinds of documents. However, since they are usually short, the
same information is relatively rarely repeated, and therefore there is no need for
understanding the more extended context of the document. Nevertheless, those
kinds of datasets are the most similar to our use case.

2.3 Information Extraction from One-Dimensional Documents

The WikiReading dataset [8] (and its variant WikiReading Recycled [6]) is a
large-scale natural language understanding task. Here, the main goal is to predict
textual values from the structured knowledge base, Wikidata, by reading the text
of the corresponding Wikipedia articles. Some entities can be extracted from the
given text directly, but some have to be inferred. Thus, as in our assumptions,
the task contains a rich variety of challenging extraction sub-tasks and it is also
well-suited for end-to-end models that must cope with longer documents.

Key Information Extraction is different from the Named Entity Recognition
task (the CoNLL 2003 NER challenge [20] being a well-known example). This
is because: (1) retrieving spans is not required in KIE; (2) a system is expected
to extract specific, actionable data points rather than general types of entities
(such as people, organization, locations and “others” for CoNLL 2003).

Table 1. Summary of the existing English datasets and the Kleister sets. (*) For
detailed description see Sect. 3.3.

Dataset name CoNLL WikiReading | FUNSD | SROIE | Kleister | Kleister
2003 NDA charity

Source Reuters | Wikipedia Forms | Receipts | EDGAR | UK charity
news Com.

Documents 1,393 4.7 199 973 540 2,778

Pages — - 199 973 3,229 61,643

Entities 35,089 18M 9,743 3,892 2,160 21,612

Train docs 946 16.03M 149 626 254 1,729

Dev docs 216 1.89M - - 83 440

Test docs 231 0.95M 50 347 203 609

Input/Output on X X X

token level(*)

Long document(*) | X X X

Complex layout(*) | X X

OCR(*) X X X
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3 Kleister: New Datasets

We collected datasets of long formal born-digital documents, namely US non-
disclosure agreements (Kleister NDA) and a mixture of born-digital and (mostly)
scanned annual financial reports of charitable foundations from the UK (Kleister
Charity). These two datasets have been gathered in different ways due to their
repository structures. Also, they were published on the Internet for different
reasons. The crucial difference between them is that the NDA dataset was born-
digital, but that the Charity dataset needed to be OCRed. Kleister datasets have
a multi-modal input (PDF files and text versions of the documents) and a list
of entities to be found.

3.1 NDA Dataset

The NDA Dataset contains Non-disclosure Agreements, also known as Confi-
dentiality Agreements. They are legally binding contracts between two or more
parties, where the parties agree not to disclose information covered by the agree-
ment. The NDAs can take on various forms (e.g. contract attachments, emails),
but they usually have a similar structure.

Data Collection Method. The NDAs were collected from the Electronic Data
Gathering, Analysis and Retrieval system (EDGAR?®) via Google’s search engine.
The original files were in an HTML format, but they were transformed into
PDF files to keep processing simple and similar to that of other public datasets.
Transformation was made using the puppeteer library. Then, a list of entities
was established (see Table1).

Annotation Procedure. We annotated the whole dataset in two ways. Its first
part, made up of 315 documents, was annotated by three annotators, except
that only contexts with some similarity, pre-selected using methods based on
semantic similarity (cf. [3]), were taken into account; this was to make the anno-
tation faster and less-labor intensive. The second part, with 195 documents, was
annotated entirely by hand. When preparing the dataset, we wanted to deter-
mine whether semantic similarity methods could be applied to limit the time
it would take to perform annotation procedures; this solution was about 50%
quicker than fully manual annotation. The annotations on all documents were
then checked by a super-annotator, which ensured the annotation’s excellent
quality Cohen’s x (=0.971)". Next, all entities were normalized according to the
standards adopted by us, e.g. the effective date was standardized according to
ISO 8601 i.e. YYYY-MM-DD?,

Dataset Split. The Kleister NDA dataset contains a relatively small document
count, so we decided to add more examples into the test split (about 38%) so as
to be more accurate during the evaluation stage (see Table 1 for exact numbers).

® https://www.sec.gov/edgar.shtml.

6 https://github.com/puppeteer/puppeteer.

" https://en.wikipedia.org/wiki/Cohen%27s_kappa.

8 The normalization standards are described in the public repository with datasets.
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3.2 Charity Dataset

The Charity dataset consists of annual financial reports that all charities reg-
istered in England and Wales must submit to the Charity Commission. The
Commission subsequently makes them publicly available on its website.” There
are no strict rules about the format of these charity reports. Some are richly
illustrated with photos and charts and financial information constitutes only a
small part of the entire report. In contrast, others are a few pages long and only
necessary data on revenues and expenses in a given calendar year are given.

DUE DOCUMENTS

- AS30CIATION OF INDEPENDENT MUSEUMS.
m—— RECEIVED

Accounts for 31 Dec 2018: Annual Return for 31 Dec 2018
received 28 Jun 2019 received 28 Jun 2019

Activities @
THE ASSOCIATION OF INDEPENDENT

Where it operates @
THROUGHOUT ENGLAND AND WALES

MUSEUMS (AIM) CONNECTS, SUPPORTS IRELAND
300658 - 3RD BUCKINGHAM SCOUT GROUP. DUE DOCUMENTS AND REPRESENTS INDEPENDENT NORTHERN IRELAND
RECEIVED i MUSEUMS IN THE UK WE ARE A SCOTLAND

MEMBERSHIP ORGANISATION WITH

APPROXIMATELY 1200 ORGANISATIONAL ™

AND INDIVIDUAL MEMBERS,
Accounts for 31 Aug 2018

Annual Return for 31 Aug 2018:
received 24 Jun 2019

received 24 Jun 2019

If the financial information below is for 2016, 2017, 2018 or 2019 it may contain some
ies. For the most up to date information use our Beta service.

Activities @

PROVISION OF SCOUTING ACTIVITIES FOR
BOYS AND GIRLS

Where it operates @
BUCKINGHAMSHIRE

(ncomegsss a7 O Epencindessiies @
income item Income £ Expendiure flem Expendture
Voluntary 0
. Generating voluntary
Trading to raise funds 0 Keokidy 0
miEstment 6 Govemance 821
Charitable activities 982,866 Trading to raise funds 0
Other 5,867
Financial history @ Compliance history @ Total 989.478 Investment management o
° ‘ Charitable activities 881,189
Financial summary Oier o
Annual Total 881,189
Fiancl yearend Sbending Return/Annual View N 0
Update received
31Aug 2018 £29.679  £23346 24 Jun 2019 24 Jun 2019 Accounts Assets, liabilities & people @ Charitable spending @
31 Aug 2017 £27.448  £38.781 24 May 2018 24 May 2018 Accounts Assets & liabilities item  Asset value £ Spending type tem Value £ ?n‘glit;;ae\
31Aug2016  £150.918  £162,888 30Jun 2017 204un2017  Accounts ©Ovn use assels O come generation and
Long term investments g 0 0
31 Aug 2015 £14,886  £9194  Not Required 25 Feb 2016 o ) cinags | JOvemance
er assets .
31Aug 2014 £13546  £8828  NotRequired 27 Jan 2015 - 7867, Charkable spending 861,189 89
otal liabilies Rt Retained for future use 108,290 "

Fig. 2. Organization’s page on the Charity Commission’s website (left: organization
whose annual income is between 25k and 500k GBP, right: over 500k). Note: Entities
are underlined in red and names of entities are circled.

Data Collection Method. The Charity Commission website has a database
of all the charity organizations registered in England and Wales. Each of these
organizations has a separate sub-page on the Commission’s website, and it is
easy to find the most important information about them there (see Fig. 2). This
information only partly overlaps with information in the reports. Some entities
such as, say, a list of trustees might not be in the reports. Thus, we decided to
extract only those entities which also appear in the form of a brief description
on the website.

In the beginning, we downloaded 3,414 reports (as PDF files).'Y During doc-
ument analysis, it emerged that several reports were written in Welsh. As we are
interested only in English, all documents in other languages were identified and

? https://apps.charitycommission.gov.uk /showcharity /registerofcharities/
RegisterHomePage.aspx.

10 Organizations with an income below 25,000 GBP a year are required to submit a
condoned financial report instead.



570 T. Stanistawek et al.

removed from the collection. Additionally, documents that contained reports for
more than one organization or whose OCR quality was low were deleted. This
left us with 2,778 documents.

Annotation Procedure. There was no need to manually annotate all docu-
ments because information about the reporting organizations could be obtained
directly from the Charity Commission. Initially, only a random sample of 100
documents were manually checked. Some proved low quality: charity name (5%
of errors and 13% of minor differences), and charity address (9% of errors and
63% of minor differences). Minor errors are caused by data presentation differ-
ences on the page and in the document. For example, the charity’s name on the
website and in the document could be written with the term Limited (shortened
to LTD) or without it. These minor differences were corrected manually or auto-
matically. In the next step, 366 documents were analyzed manually. Some parts
of the charity’s address were also problematic. For instance, counties, districts,
towns and cities were specified on the website, but not in the documents, or vice
versa. We split the address data into three separate entities that we considered
the most essential: postal code, postal town name and street or road name. The
postal code was the critical element of the address, based on the city name and
street name!!. The whole process allowed us to accurately identify entities (see
Table 1) and to obtain a good-quality dataset with annotations corresponding
to the gold standard.

Dataset Split. In the Kleister Charity dataset, we have multiple documents
from the same charity organization but from different years. Therefore, we
decided to split documents based on charity organization into the train/dev/test
sets with, respectively, a 65/15/20 dataset ratio (see Table 1 for exact numbers).
The documents from the dev/test split were manually annotated (by two anno-
tators) to ensure high-quality evaluation. Additionally, 100 random documents
from the test set were annotated twice to calculate the relevant Cohen’s k coef-
ficient (we achieved excellent quality x = 0.9).

3.3 Statistics and Analysis

The detailed statistics of the Kleister datasets are presented in Table1l and
Table2. Our datasets covered a broad range of general types of entities; the
party entity is special since it could be one of the following types: ORGANIZATION
or PERSON. Additionally, some documents may not contain all entities mentioned
in the text, for instance in Kleister NDA the term entity appears in 36% of doc-
uments. Likewise, some entities may have more than one gold value; for instance
in Kleister NDA the party entity could have up to 7 gold values for a single doc-
ument. Report_date, jurisdiction and term have the lowest number of unique
values. This suggests that these entities should be simpler than others to extract.

1 Postal codes in the UK were aggregated from www.streetlist.co.uk.
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Table 2. Summary of the entities in the NDA and charity datasets. (*) Based on
manual annotation of text spans.

Entities General Total |Unique |(*) Avg. |(*) Avg. Example gold
entity type |count values |entity token value
count/doc | count /entity
NDA dataset (540 documents)
Party ORG/PER |1,035 912 19.74 1.62 Ajinomoto
Althea Inc.
Jurisdiction LOCATION |531 37 1.05 1.21 New York
Effective_date |DATE 400 370 1.95 3.10 2005-07-03
Term DURATION |194 22 1.03 2.77 P12M
Charity dataset (2 788 documents)
Post_town ADDRESS 2,692 501 1.12 1.06 BURY
Postcode ADDRESS 2,717 1,511 1.12 1.99 BL9 ONP
Street_line ADDRESS 2414 1,353 |1.12 2.52 42-47
MINORIES
Charity_name |ORG 2,778 1,600 13.80 3.67 Mad Theatre
Company
Charity_.number  NUMBER 2,763 1,514 2.47 1.00 1143209
Report_date DATE 2,776 129 10.58 2.96 2016-09-30
Income AMOUNT |2,741 2,726 1.95 1.01 109370.00
Spending AMOUNT |2,731 2,712 2.03 1.01 90174.00

Manual Annotation of Text Spans. To give more detailed statistics we
decided to annotate small numbers of documents on text span level. Four anno-
tators annotated 60/55 documents for, respectively, the Kleister Charity and
Kleister NDA. In Table 2, we observe that 5 out of 12 entities appear once in a
single document. There are also three entities with more than ten counts on aver-
age (party, charity number and report_date). Annotation on the text-span level

SROIE FUNSD Kleister-NDA Kleister-Charity

150

125

100

75

Documents count

50

: A,

100 200 200 400 0 5000 10000 0 10000 20000 30000
Words count (bins=30) Words count (bins=10) Words count (bins=20) Words count (bins=400)

Fig. 3. Distribution of document lengths for kleister datasets compared to other similar
datasets (note that the x-axes ranges are different).
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could prove critical to checking the quality of the training dataset for methods
based on a Named Entity Recognition model, something which an autotagging
mechanism produces (see Sect. 4.1).

Comparison with Existing Resources. In Table1, we gathered the most
important information about open datasets (which are the most popular ones in
the domain) and the Kleister datasets. In particular, we outlined the difference
based on the following properties:

— Input/Output on token level: it is known which tokens an entity is made
up from in the documents. Otherwise, one should: a) create a method for
preparing a training dataset for sequence labeling models (subsequently in
the publication, we use the term autotagging for this sub-task); b) infer or
create a canonical form of the final output in order to deal with differences
between the target entities provided in the annotations and their variants
occurring in the documents (e.g. for jurisdiction we must transform a text-
level span NY into a document-level gold value New York).

— Long Document: Fig. 3 presents differences in document lengths (calculated
as a number of OCRed words) in the Kleister datasets compared to other
similar datasets. Since entities could appear in documents multiple times in
different contexts, we must be able to understand long documents as a whole.
This leads, of course, to different architectural decisions [2,4]. For example,
the term entity in the Kleister NDA dataset tells us about the contract dura-
tion. This information is generally found in the Term chapter, in the middle
part of a document. However, sometimes we could also find a term entity at
the end of the document, the task is to find out which of the values is correct.

— Complex Layout: this requires proper understanding of the complex layout
(e.g. interpreting tables and forms as 2D structures), see Fig. 1.

— OCR: processing of scanned documents in such a way as to deal with possible
OCR errors caused by handwriting, pages turned upside down or more general
poor scan quality.

Preparing Kleister datasets Baseline process for our tasks

TEXT [
* 5] AUTO NER with rule-based
OCR (bounding boxes o TAGGING specific types normalization
tokens)
+

relevant entity indications

ENTITIES
representation
based on
model certainty
or frequency
in a text

PDF document

PDF
processing
tool

+
list of entity objects
to extract

Fig. 4. Our preparation process for Kleister datasets and training baselines. Initially,
we gathered PDF documents and expected entities’ values. Then, based on textual and
layout features, we prepared our pipeline solutions. The pipeline process is illustrated
in the second frame and consists of the following stages: autotagging; standard NER;
text normalization; and final selection of the values of entities.
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4 Experiments

Kleister datasets for the Key Information Extraction task are challenging and
hardly any solutions in the current NLP world can solve them. In this experi-
ment, we aim to produce strong baselines with the Pipeline approach (Sect.4.1)
to solve extraction problems. This method’s core idea is to select specific parts of
the text in a document that denote the objects we search for. The whole process
is a chain of techniques with, crucially, a named entity recognition model: once
indicated in a document (multiple occurrences are possible), entities are normal-
ized, then all results are aggregated into the one value specified for a given entity

type.

4.1 Document Processing Pipeline

Figure4 presents the whole process, and all the stages are described below (a
similar methodology was proposed [17]).

Autotagging. Since we have only document-level annotation in the Kleister
datasets, we need to generate a training set for an NER model which takes text
span annotation as the input. This stage involves extracting all the fragments
that refer to the same or to different entities by using sets of regular expressions
combined with a gold-standard value for each general entity type, e.g. date,
organization and amount. In particular, when we try to detect a report_date
entity, we must handle different date formats: ‘November 29, 2019’, ‘11/29/19’
or ‘11-29-2019’. This step is performed only for the purpose of training (to get
data for training a sequence labeler; it is not applied during the prediction). The
quality of this step varies across entity types (see details in Table 3).

Named Entity Recognition. We trained a NER model on the autotagged
dataset using one of the state-of-the-art (1) architectures working on plain text
such as Flair [1], BERT-base [5], RoBERTa-base [14], or (2) models employing
layout features (LayoutLM-base [23] and LAMBERT [7]). Then, at the evalua-
tion stage, we use the NER model to detect all entity occurrences in the text.

Normalization. At this stage objects are normalized to the canonical form,
which we have defined in the Kleister datasets. We use almost the same regular
expression as during autotagging. For instance, all detected report_date occur-
rences are normalized. So ‘November 29, 2019’, ‘11/29/19" and ‘11-29-2019” are
rendered in our standard ‘2019-11-29’ form (ISO 8601).

Aggregation. The NER model might return more than one text span for a given
entity, sometimes these are multiple occurrences of the same correct information.
Sometimes these represent errors of the NER model. In any case, we need to
produce a single output from multiple candidates detected by the NER model.
We take a simple approach: all candidates are grouped by the extracted entities’
normalized forms and for each group we sum up the scores and finally we return
the values with the largest sums.
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4.2 Experimental Setup

Due to the Kleister document’s length, most currently available models limit
input size and so are unable to process the documents in a single pass. Therefore,
each document was split into 300-word chunks (for Flair) or 510 BPE tokens (for
BERT/RoBERTa/LayoutLM /LAMBERT) with overlapping parts. The results
from overlapping parts were aggregated by averaging all the scores obtained for
each token in the overlap.

For the Flair-based pipeline, we used implementation from the Flair
library [1] in version 0.6.1 with the following parameters: learning rate = 0.1,
batch size = 32, hidden size = 256, epoch = 30/15 (resp. NDA and Char-
ity), patience = 3, anneal factor = 0.5, and with a CRF layer on top. For
pipeline based on BERT/RoBERTa/LayoutLM, we used the implementation
from transformers [10] library in version 3.1.0 with the following parameters:
learning rate = 2e—5, batch size = 8, epoch = 20, patience = 2. For pipeline
based on LAMBERT model we used implementation shared by authors of the
publication [7] and the same parameters as for the BERT /RoBERTa/LayoutLM
models. All experiments were performed with the same settings.

Moreover, in our experiments, we tried different PDF processing tools for
text extraction from PDF documents to check the importance of text quality for
the final pipeline score:

— Microsoft Azure Computer Vision API (Azure CV)!? — commercial
OCR engine, version 3.0.0;

— pdf2djvu/djvu2hocr!- a free tool for object and text extraction from
born-digital PDF files (this is not an OCR engine, hence it could be applied
only to Kleister NDA), version 0.9.8;

— Tesseract[19] — this is the most popular free OCR engine currently available,
we used version 4.1.1-rc1-7-gbh36c.4;

— Amazon Textract!® — commercial OCR engine.

5 Results

Table 3 shows the results for the two Kleister datasets obtained with the Pipeline
method for all tested models. The weakest model from our baselines is, in general,
BERT, with a slight advantage in Kleister NDA over the Flair model and a
large performance drop on Kleister Charity in comparison to others. The best
model is LAMBERT, which improved the overall F;-score with 0.77 and 2.04 for,

12 https: //docs.microsoft.com/en-us/azure/cognitive-services /computer-vision /
concept-recognizing-text.

13 T . . . .. .
http://jwilk.net /software/pdf2djvu, https://github.com/jwilk/ocrodjvu.

4 yun with -—oem 2 -1 eng --dpi 300 flags (meaning both new and old OCR engines
were used simultaneously, with language and pixel density set to English and 300dpi
respectively).

!5 https://aws.amazon.com /textract/ (API in version from March 1, 2020 was used).
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Table 3. The detailed results (average Fi-scores over 3 runs) of our baselines for Kleis-
ter challenges (test sets) for the best PDF processing tool. Autotagger Fi-scores were
calculated based on results from our regexp mechanism and manual annotation on the
text span level (see Sect. 3.3). Human performance is a percentage of annotators agree-
ments for 100 random documents. We used the Base version of the BERT, RoBERTa,
LayoutLM and LAMBERT models.

Kleister NDA dataset (pdf2djvu)

Entity name Flair | BERT | RoBERTa | LayoutLM | LAMBERT | Autotagger | Human
Effective_date | 79.37 | 80.20 |81.50 80.50 85.27 79.00 100%
Party 70.13 | 71.60 |80.83 76.60 78.70 33.15 98%
Jurisdiction 93.87 |1 95.00 |92.87 94.23 96.50 54.10 100%
Term 60.33 | 45.73 |52.27 47.63 55.03 74.10 95%
ALL 77.83 |78.20 |81.00 78.47 81.77 60.09 97.86%
Kleister Charity dataset (Azure CV)

Post_town 83.07 |77.03 |77.70 76.57 83.70 66.04 98%
Postcode 89.57 | 87.10 |88.40 88.53 90.37 87.60 100%
Street_line 69.10 |62.23 |72.03 70.92 74.30 75.02 96%
Charity_name |72.97 |75.93 |78.03 79.63 77.83 67.00 99%
Charity_number | 96.60 |96.67 | 95.37 96.13 95.80 98.60 98%
Income 70.67 |67.30 |69.73 70.40 74.70 69.00 97%
Report_date 95.93 196.60 |96.77 96.40 96.80 89.00 100%
Spending 68.13 | 64.43 |68.60 68.57 74.20 73.00 92%
ALL 81.17 | 78.33 |81.50 81.53 83.57 78.16 97.45%

respectively, NDA and Charity. It is worth noting that for born-digital documents
in Kleister NDA this difference is not substantial. This is due to the fact that
only for effective_date entity does the LAMBERT model have a clear advantage
(about 4 points gain of Fj-score) over other baseline models. For Kleister Charity
LAMBERT achieves the biggest improvement over sequential models on income
(+4.03) and spending (+5.60) which appears mostly in table-like structures.

The most challenging problems for all models are entities (effective_date,
party, term, post_town, postcode, street_line, charity name, income, spending)
related to the properties described in Sect. 3.3.

Input/Output on Token Level (Autotagging). As we can observe in
Table 3, our autotagging mechanism with information about entity achieves, on
the text span level, a performance inferior to almost all our models on the doc-
ument level. It shows that, despite the fact that the autotagging mechanism is
prone to errors, we could train a good quality NER model. Our analysis shows
that there are some specific issues related to a regular-expression-based mech-
anism, e.g. party in the Kleister NDA dataset has the lowest score because
organization names often occur in the text as an acronym or as a shortened
form; for instance for party entity text Emerson Electric Co. means the same as
Emerson. This is not easy to capture with a general regexp rule.
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Performance as a function of document's length
— BERT =— Flair — LAMBERT — LayoutLM RoBERTa
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should be multiplied by 1000). Charity test set for the Azure CV OCR.

Input/Output on Token Level (normalization). We found that we could
not achieve competitive results by using models based only on sequence labeling.
For example, for the entities income and spending in the Kleister Charity dataset,
we manually checked that in about 5% of examples we need to also infer the right
scale (thousand, million, etc.) for each monetary value based on the document
context (see Fig.5).

Long Documents. It turns out that, for all models, worse results are observed
for longer documents, see Fig. 6.

Complex Layout. The LAMBERT model has proved the best one, which
proved the importance of using models employing not only textual (1D) but also
layout (2D) features (see Table 3). Additionally, we also observe that the entities
appearing in the sequential contexts achieve higher Fj-scores (charity number
and report_date entities in the Kleister Charity dataset).

OCR. We present the importance of using a PDF processing tool of good qual-
ity (see Table4). With such a tool, we could gain several points in the Fj-score.
There are two main conclusions: 1) Commercial OCR engines (Azure CV and
Textract) are significantly better than Tesseract for scanned documents (Kleis-
ter Charity dataset). This is especially for true for 1D models not trained on
Tesseract output (Flair, BERT, RoBERTa); 2) If we have the means to detect
born-digital PDF documents, we should process them with a dedicated PDF
tool (such as pdf2djvu) instead of using an OCR engine.



Kleister: Key Information Extraction Datasets Yl
Table 4. Fi-scores for different PDF processing tools and models checked on Kleister
challenges test sets over 3 runs with standard deviation. (*) pdf2djvu does not work on
scans. We used the Base version of the BERT, RoBERTa, LayoutLM and LAMBERT
models.

Kleister NDA dataset (born-digital PDF files)

PDF tool | Flair BERT RoBERTa | LayoutLM | LAMBERT
Azure CV | 78.034+0.12 | 77.67+0.18 | 79.3340.68 | 77.43+0.29 | 80.57+0.25
pdf2djvu | 77.83+0.26 | 78.20+0.17 | 81.00L0.05 | 78.471+0.76 | 81.77+0.09
Tesseract | 76.57+0.49 | 76.604+0.30 | 77.8140.97 | 77.70+0.48 | 81.03+0.23
Textract | 77.37 +o.08 | 74.83+0.45 | 79.4940.32 | 77.40+0.40 | 77.37+0.08

Kleister Charity dataset (mixture of born-digital and scanned PDF files) (*)

Azure CV 81.1710,12 78.33j:0,08 81.50j:0,23 81.5310,23 83.57i0.29
Tesseract 72.87:&0,81 71.37:{:1,25 76.23:{:0,15 77.53:&0,20 81.50;&0,07
Textract | 78.03+0.12 | 73.30+0.43 | 80.08+0.15 | 80.23+0.41 | 82.97+0.21

6 Conclusions

In this paper, we introduced two new datasets Kleister NDA and Kleister Charity
for Key Information Extraction tasks. We set out in detail the process necessary
for the preparation of these datasets. Our intention was to show that Kleister
datasets will help the NLP community to investigate the effects of document
lengths, complex layouts, and OCR quality problems on KIE performance.

We prepared baseline solutions based on text and layout data generated
by different PDF processing tools from the datasets. The best model from our
baselines achieves 81.77/83.57 Fj-score for, respectively, the Kleister NDA and
Charity, which is much lower in comparison to datasets in a similar domain
(e.g. 98.17 [7] for SROIE). This benchmark shows the weakness of the currently
available state-of-the-art models for the Key Information Extraction task.
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Abstract

Understanding documents with rich layouts plays a vital role in digitization and
hyper-automation but remains a challenging topic in the NLP research community.
Additionally, the lack of a commonly accepted benchmark made it difficult to quan-
tify progress in the domain. To empower research in this field, we introduce the
Document Understanding Evaluation (DUE) benchmark consisting of both avail-
able and reformulated datasets to measure the end-to-end capabilities of systems in
real-world scenarios. The benchmark includes Visual Question Answering, Key
Information Extraction, and Machine Reading Comprehension tasks over various
document domains and layouts featuring tables, graphs, lists, and infographics. In
addition, the current study reports systematic baselines and analyzes challenges
in currently available datasets using recent advances in layout-aware language
modeling. We open both the benchmarks and reference implementations and make
them available at http://duebenchmark. com.

1 Introduction

While mainstream Natural Language Processing focuses on plain text documents, the content one
encounters when reading, e.g., scientific articles, company announcements, or even personal notes, is
seldom plain and purely sequential. In particular, the document’s visual and layout aspects that guide
our reading process and carry non-textual information appear to be an essential aspect that requires
comprehension. These layout aspects, as we understand them, are prevalent in tasks that can be much
better solved when given not only sequence text on the input but pieces of multimodal information
covering aspects such as text-positioning (i.e. location of words on the 2D plane), text-formatting
(e.g., different font sizes, colors), and graphical elements (e.g., lines, bars, presence of figures) among
others. Over the decades, systems dealing with document understanding developed an inherent aspect
of multi-modality that nowadays revolves around the problems of integrating visual information
with spatial relationships and text [33, 2, 47, 12].

In general, when document processing systems are considered, the term understanding is thought
of specifically as the capacity to convert a document into meaningful information [9, 54, 15]. This
fits into the rapidly growing market of hyperautomation-enabling technologies, estimated to reach
nearly $600 billion in 2022, up 24% from 2020 [39]. Considering that unstructured data is orders of
magnitude more abundant than structured data, the lack of necessary tools to analyze unstructured
data and extract structured information can limit the performance of these intelligent services. The
process of structuring data and content must be robust to various document domains and tasks.

Despite its importance for digital transformation, the problem of measuring how well available
models obtain information from a wide range of tasks and document types and how suitable they are

*Equal contribution
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Figure 1: Document Understanding covers problems ranging from the M extraction of key information,
through M verification statements related to rich content, to ll Bl answering open questions regarding
an entire file. It may involve the comprehension of multi-modal information conveyed by a document.

for freeing workers from paperwork through process automation is not yet addressed. Meanwhile, in
other research communities, there are well-established progress measuring methods, like the most
recognizable NLP benchmarks of GLUE and SuperGLUE covering a wide range of problems related
to plain-text language understanding [50, 49] or VTAB and ImageNet in computer vision domain
[56, 10]. We intend to bridge this major gap by introducing the first Document Understanding
benchmark (available at https://duebenchmark.com/).

It includes tasks that either originally had a vital layout understanding component or were reformulated
in such a way that after our modification they require layout understanding. In particular, there is no
structured representation of the underlying text, such as a database-like table given in advance, and
it has to be determined as a part of the end-to-end process from the input file. Every time, there is
only a PDF file provided as an input with accompanying textual tokens and their locations (bounding
boxes). It is not enough to process the text in a sequential manner (token by token), and there is no
ground truth reading order given in advance.

Contribution. The idea of the paper is to gather, reformulate and unify a set of intuitively dissimilar
tasks that we found to share the same underlying requirement of understanding layout concepts. In
order to organize them in a useful benchmark, we contributed by performing the following steps:

1. We reviewed and selected the available datasets. Additionally, we reformulated three tasks
to a document understanding setting and obtained original documents for all of them (PWC,
WTQ, TabFact).

2. We performed data cleaning, including the improvements of data splits (DeepForm, WTQ),
data deduplication, manual annotation (PWC, DeepForm), and converted data to a unified
format (all datasets).
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3. We implemented competitive baselines and measured human performance where it was
required (PWC, DeepForm, WTQ).

4. We identified challenges related to the current progress in the DU domain’s tasks and
provided manually annotated diagnostic sets (all datasets).

These contributions are organized and described in Table 2. Additionally a wider search and review
of available tasks is described in Appendix B.

2 The State of Document Understanding

We treat Document Understanding as an umbrella term covering problems of Key Information
Extraction, Classification, Document Layout Analysis (DLA), Question Answering and Machine
Reading Comprehension whenever they involve rich documents in contrast to plain texts or image-text
pairs (Figure 1).

In addition to the problems strictly classified as Document Understanding, several related tasks can
be reformulated as such. These provide either text-figure pairs instead of real-world documents or
parsed tables given in their structured form. Since both can be rendered as synthetic documents with
some loss of information involved, they are worth considering bearing in mind the low availability of
proper Document Understanding tasks.

2.1 Landscape of Document Understanding Tasks

KIE. Key Information Extraction, also referred to as Property Extraction, is a task where tuple values
of the form (property, document) are to be provided. Contrary to QA problems, there is no question
in natural language but rather a phrase or keyword, such as total amount, or place of birth. Public
datasets in the field include extraction performed on receipts [19, 35], invoices, reports [42], and
forms [21]. Documents within each of the mentioned tasks are homogeneous, whereas the set of
properties to extract is limited and known in advance — in particular, the same type-specific property
names appear in both test and train sets. In contrast to Name Entity Recognition, KIE typically does
not assume that token-level annotations are available, and may require normalization of values found
within the document.

Classification. Though document image classification was initially approached using solely the
methods of Computer Vision, it has recently become evident that multi-modal models can achieve
significantly higher accuracy [52, 53, 37]. Similar conclusions were recently reached in other tasks,
e.g., assigning labels to excerpts from biomedical papers [51].

DLA. Document Layout Analysis, performed to determine a document’s components, was initially
motivated by the need to optimize storage and the transmission of large information volumes [33].
Even though the motivation behind it has changed over the years, it is rarely an end in itself but rather
a means to achieve a different goal, such as improving OCR systems. A typical dataset in the field
assumes detection and classification of page regions or tokens [57, 27].

QA and MRC. At first glance, Question Answering and Machine Reading Comprehension over
Documents is simply the KIE scenario where a question in natural language replaced a property
name. More differences become evident when one notices that QA and MRC involve an open set of
questions and various document types. Consequently, there is pressure to interpret the question and
to possess better generalization abilities. Furthermore, a specific content to analyze demands a much
stronger comprehension of visual aspects, as the questions commonly relate to figures and graphics
accompanying the formatted text [30, 29, 46].

QA over figures. Question Answering over Figures is, to some extent, comparable with QA and
MRC over documents described above. The difference is that a ’"document’ here consists of a single
born-digital plot, reflecting information from chosen, desirably real-world data. Since questions in
this category are typically templated and figures are synthetically generated by authors of the task,
datasets in this category contain as much as millions of examples [31, 4].

QA and NLI over tables. Question Answering and Natural Language Inference over Tables are
similar, though in the case of NLI, there is a statement to verify instead of a question to answer.
There is never a need to analyze the actual layout, as both assume comprehension of a provided data
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structure in a way that is equivalent to a database table. Consequently, the methods proposed here are
distinct from those used in Document Understanding [36, 6].

2.2 Gaps and Mistakes in Document Understanding Evaluation

Currently available datasets and previous work in the field cannot on their own provide enough
information that would allow researchers to generalize results to other tasks within the Document
Understanding paradigm. It is crucial to consider these tasks together, as they display a variety of
characteristics a Document Understanding system may encounter in real-world applications. Notably,
the scope of the challenges in a single dataset is limited to a specific task (e.g., Key Information
Extraction, Question Answering) or to a particular (sub)problem (e.g., processing long documents in
Kleister [42], layout understanding in DocBank [27]).

Simultaneously, a common practice in the community is to evaluate models on private data [24, 11,
34, 28] or task-specific datasets selected by authors independently [52, 53, 59, 37, 1, 18], making fair
comparison difficult. Many publicly available datasets are too small to enable reliable comparison
(FUNSD [21], Kleister NDA [42]) or are almost solved, i.e., there is no room for improvement due to
annotation errors and near-perfect scores achieved by models nowadays (SROIE [20], CORD [35],
RVL-CDIP [16]).

In light of the above circumstances, the review and selection of representative and reliable tasks is of
great importance.

3 End-to-End Document Understanding Benchmark

The primary motivation for proposing this benchmark was to select datasets covering the broad range
of tasks and DU-related problems satisfying the highest quality, difficulty, and licensing criteria.

Importantly, we opt for an end-to-end nature of tasks as opposed to, e.g., problems assuming some
prior information on document layout. In particular, there is no structured representation of the
underlying text, such as a database-like table given in advance, and it has to be determined from the
raw input file as part of the end-to-end process.

We consider the aforementioned principle of end-to-end nature crucial because it ensures measurement
to which degree manual workers can be supported in their repetitive tasks, i.e., how the ultimate goal
of document understanding systems is supported in real-world applications. The said alignment with
real applications is a vital characteristic of a good benchmark [26, 40].

3.1 Selected Datasets

Extensive documentation of the selection process, including the datasheet, is available in Appendices
A-H and in the supplementary materials. Table 5 summarizes the selected tasks described in detail
below, whereas Appendix B covers the complete list of considered datasets and reasons we omitted
them.

Lack of the classification, layout analysis and figure QA tasks in this selection results from the fact
that none of the available sets fulfills the assumed selection criteria.

The % symbol denotes that the dataset was reformulated or modified to improve its quality or align
with the Document Understanding paradigm (see Table 2 and Appendix D). This symbol is not used to
distinguish minor changes, such as data deduplication introduced in multiple datasets (Appendix C).

DocVQA. Dataset for Question Answering over single-page excerpts from various real-world
industry documents. Typical questions present here might require comprehension of images, free
text, tables, lists, forms, or their combination [30]. The best-performing solutions so far make
use of layout-aware multi-modal models employing either encoder-decoder or sequence labeling
architectures [37, 53].

InfographicsVQA. The task of answering questions about visualized data from a diverse collection
of infographics, where the information needed to answer a question may be conveyed by text, plots,
graphical or layout elements. Currently, the best result is obtained by an encoder-decoder model
[29, 37].
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Kleister Charity. A task for extracting information about charity organizations from their published
reports is considered, as it is characterized by careful manual annotation by linguists and a significant
gap to human performance. It addresses important areas, namely high layout variability (lack of
templates), need for performing an OCR, the appearance of long documents, and multiple spatial
features (e.g., tables, lists, and titles).

PWC*. Papers with Code Leaderboards dataset was designed to extract result tuples from machine
learning papers, including information on task, dataset, metric name, score. The best performing ap-
proach involves a multi-step pipeline, with modules trained separately on identified subproblems [23].
In contrast to the original formulation, we provide a complete paper as input instead of the table.
This approach allows us to treat the problem as an end-to-end Key Information Extraction task with
grouped variables (Appendix D).

DeepForm*. KIE dataset consisting of socially important documents related to election spending.
The task is to extract contract number, advertiser name, amount paid, and air dates from advertising
disclosure forms submitted to the Federal Communications Commission [44]. We use a subset of
distributed datasets and improve annotations errors and make the annotations between subsets for
different years consistent (Appendix D).

WikiTableQuestions (WTQ)*. Dataset for QA over semi-structured HTML tables sourced from
Wikipedia. The authors intended to provide complex questions, demanding multi-step reasoning on a
series of entries in the given table, including comparison and arithmetic operations [36]. The problem
is commonly approached assuming a semantic parsing paradigm, with an intermediate state of formal
meaning representation, e.g., inferred query or predicted operand to apply on selected cells [55, 17].
We reformulate the task as document QA by rendering the original HTML and restrict available
information to layout given by visible lines and token positions (Appendix D).

TabFact*. To study fact verification with semi-structured evidence over relatively clean and simple
tables collected from Wikipedia, entailed and refuted statements corresponding to a single row
or cell were prepared by the authors of TabFact [6]. Without being affected by the simplicity of
binary classification, this task poses challenges due to the complex linguistic and symbolic reasoning
required to perform with high accuracy. Analogously to WTQ, we render tables and reformulate the
task as document NLI (Appendix D).

3.2 Diagnostic Subsets

As pointed out by Ruder, fo better understand the strengths and weaknesses of our models, we
furthermore require more fine-grained evaluation [40]. We propose several auxiliary validation
subsets, spanning across all the tasks, to improve result analysis and aid the community in identifying
where to focus its efforts. A detailed description of these categories and related annotation procedures
is provided in Appendix G.

Answer characteristic. We consider four features regarding the shallow characteristic of the answer.
First, we indicate whether the answer is provided in the text explicitly in exact form (extractive
data point) or has to be inferred from the document content (abstractive one). The second category
includes, e.g., all the cases where value requires normalization before being returned (e.g., changing

Table 1: Comparison of selected datasets with their base characteristic, including information
regarding whether an input is an entire document (Doc.) or document excerpt (Exc.)

Size (thousands . Features .

Task Train ( Dev T;st Type Metric Input  Scanned Domain
DocVQA 10.2 1.3 1.3 Visual QA ANLS + Business
InfographicsVQA 4.4 5 .6 Visual QA° ANLS - Open
Kleister Charity 1.7 4 .6 KIE F1 Doc. +/- Legal
PWC* 2 .06 .12 KIE* F1 - Scientific
DeepForm* 7 .1 3 KIE Fl1 +/— Finances
WikiTableQuestions* 1.4 3 4 Table QA Acc. — Open
TabFact®* 13.2 1.7 1.7 Table NLI  Acc. }EXC Open
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Figure 2: Number of annotated instances in each diagnostic subset category.

the date format). Next, we distinguish expected answers depending on whether they contain a single
value or list of values. Finally, we decided to recognize several popular data types depending on
shapes or class of expected named entity, i.e., to distinguish date, number, yes/no, organization,
location, and person classes.

Evidence form. As we intend to analyze systems dealing with rich data, it is natural to study
the performance w.r.t. the form that evidence is presented within the analyzed document. We
distinguished table/list, plain text, graphic element, layout, and handwritten categories.

Required operation. Finally, we distinguish whether i.e., arithmetic operation, counting,
normalization or some form of comparison has to be performed to answer correctly.

3.3 Intended Use

Data. We propose a unified data format for storing information in the Document Understanding
domain and deliver converted datasets as part of the released benchmark (all selected datasets are
hosted on the https://duebenchmark.com/data and can be downloaded from there). It assumes
three interconnected dataset, document annotation and document content levels. The dataset level is
intended for storing the general metadata, e.g., name, version, license, and source. The documents
annotation level is intended to store annotations available for individual documents within datasets
and related metadata (e.g., external identifiers). The content level store information about output and
metadata from a particular OCR engine that was used to process documents (Appendix H).

Evaluation protocol. To evaluate a system on the DUE benchmark, one must create a JSON file
with the results (in the data format mention above) based on the provided test data for each dataset
and then upload all of the data to the website. Moreover, we establish a set of rules (Appendix I)
which guarantees that all the benchmark submissions will be fair to compare, reproducible, and
transparent (e.g., training performed on a development set is not allowed).

Leaderboard. We provide an online platform for the evaluation of Document Understanding models.
To keep an objective means of comparison with the previously published results, we decided to retain

Table 2: Brief characteristics of our contribution, major fixes and modifications introduced to
particular datasets. The enhancements of "Reformulation as DU" or "Improving data splits" are
marked with * and are sufficient to consider the dataset unique; hence, achieved results are not
comparable to the previously reported. See Appendix D for a full description of tasks processing.

D Diagnostic ~ Unified Human Manual Reformulation  Improved
ataset . .
sets format  performance annotation as DU split
DocVQA + + — — — _
InfographicsVQA + + — — — —
Kleister Charity + + - — - _
PWC* + + + + + +
DeepForm* + + + + _ +
WikiTableQuestions* + + + — + +
TabFact® + + — — + _
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the initially formulated metrics. To calculate the global score we resort to an arithmetic mean of
different metrics due to its simplicity and straightforward calculation.” In our platform we focus
on customization, e.g., multiple leaderboards are available, and it is up to the participant to decide
whether to evaluate the model on an entire benchmark or particular category. Moreover, we place
attention to the explanation by providing means to analyze the performance concerning document or
problem types (e.g., using the diagnostic sets we provide).?

4 Experiments

Following the evaluation protocol, the training is run three times for each configuration of model size,
architecture, and OCR engine.

4.1 Baselines

The main focus of the experiments was to calculate baseline performance using a simple and popular
model capable of solving all tasks without introducing any task-specific alterations. Employed
methods were based on the previously released TS model with a generic layout-modeling modification
and pretraining.

TS. Text-to-text Transformer is particularly useful in studying performance on a variety of sequential
tasks. We decided to rely on its extended version to identify the current level of performance
on the chosen tasks and to facilitate future research by providing extensible architecture with a
straightforward training procedure that can be applied to all of the proposed tasks in an end-to-end
manner [38].

T5+2D. Extension of the model we propose assumes the introduction of 2D positional bias that has
been shown to perform well on tasks that demand layout understanding [53, 37, 59]. We expect that
comprehension of spatial relationships achieved in this way will be sufficient to demonstrate that
methods from the plain-text NLP can be easily outperformed in the DUE benchmark.

Unsupervised pretraining. We constructed a corpus of documents with visually rich structure, based
on 480k PDF files from the UCSF Industry Documents Library. It is used with a T5-like masked
language model pretraining objective but in a salient span masking scheme where named entities
are preferred over random tokens [38, 14]. An expected gain from its use is to tune 2D biases and
become more robust to OCR errors and incorrect reading order.*

Human performance. We relied on the original estimation for DocVQA, InfographicsVQA, Charity,
and TabFact datasets. For the PWC, WTQ and DeepForm estimation of human performance, we
used the help of professional in-house annotators who are full-time employees of our company (see
Appendix F). Each dataset was handled by two annotators; the average of their scores, when validated
against the gold standard, is treated as the human performance (see Table 3). Interestingly, human
scores on PWC are relatively low in terms of F1 value — we explained this and justified keeping the
task in Appendix D.

4.2 Results

Comparison of the best-performing baselines to human performance and top results reported in the
literature is presented in Table 3. In several cases, there is a small difference between the performance
of our baselines and the external best. It can be attributed to several factors. First, the best results
previously obtained on the tasks were task-specific, i.e., were explicitly designed for a particular task
and did not support processing other datasets within the benchmark. Secondly, there are differences
between the evaluation protocol that we assume and what the previous authors assumed (e.g., we do
not allow training models on the development sets, we require reporting an average of multiple runs,
we disallow pretraining on datasets that might lead to information leak). Thirdly, our baseline could
not address examples demanding vision comprehension as it does not process image inputs. Finally,

2Scores on the DocVQA and InfographicsVQA test sets are calculated using the official website.

3We intend to gather datasets not included in the present version of the benchmark to facilitate evaluations in
an entire field of DU, regardless of if they are included in the current version of the leaderboard.

“Details of the training procedure, such as used hyperparameters and source code, are available in the
repository accompanying the paper.
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Table 3: Best results of particular model configuration in relation to human performance and external
best. The external bests marked with — were omitted due to the significant changes in the data sets.
U stands for unsupervised pretraining.

Score (task-specific metric)

Dataset / Task type T5 T5+2D T5+U T5+2D+U  External best Human
DocVQA 72.5 74.1 76.4 81.3 87.1 [37] 98.1
InfographicsVQA 37.8 43.1 37.0 46.1 61.2 [37] 98.0
Kleister Charity 57.9 57.7 75.1 75.9 83.6 [59] 97.5
PWC* 24.2 25.2 25.1 27.3 — 51.1
DeepForm* 73.4 74.8 82.0 83.2 — 98.5
WikiTableQuestions*  32.5 334 381 44.0 — 76.7
TabFact® 52.2 53.7 67.9 70.6 — 92.1
Visual QA 55.2 58.6 56.7 63.7 n/a 98.1
KIE 51.8 52.6 60.7 62.1 n/a 82.4
Table QA/NLI 42.4 43.6 53.0 57.3 n/a 84.4
Overall 49.8 51.6 56.8 64.4 n/a 88.3

there is the case of Kleister Charity. An encoder-decoder model we relied on as a one-to-fit-all
baseline cannot process an entire document due to memory limitations. As a result, the score was
lower as we consumed only a part of the document. Note that external bests for reformulated tasks
are no longer applicable to the benchmark in its present, more demanding form.

Irrespective of the task and whether our competitive baselines or external results are considered,
there is still a large gap to humans, which is desired for novel baselines. Moreover, one can notice
that the addition of 2D positional bias to the TS architecture leads to better scores, which is yet
another result we anticipated as it suggests that considered tasks have an essential component of
layout comprehension.

Interestingly, the performance of the model can be significantly enhanced (up to 12.8 points difference)
by providing additional data for unsupervised pretraining. Thus, the results not only support the
premise that understanding 2D features demand more unlabeled data than the chosen datasets can
offer but also lay a common ground between them, as the same layout-specific pretraining improved
performance on all of them independently. This observation confirms that the notion of layout is a
vital part of the chosen datasets.

4.3 Challenges of the Document Understanding Domain

Owing to its end-to-end nature and heterogeneity, Document Understanding is the touchstone of
Machine Learning. However, the challenges begin to pile up due to the mere form a document is
available in, as there is a widespread presence of analog materials such as scanned paper records. In
the analysis below, we aim to explore the field of DU from the perspective of the model’s development
and point out the most critical limiting factors for achieving satisfying results.

Impact of OCR quality. We present detailed results for Azure CV and Tesseract OCR engine in
Table 4. The differences in scores are huge for most of datasets (up to 18.4% in DocVQA) with
clean advantage for Azure CV. Consequently, we see that architectures evaluated with different OCR
engines are incomparable, e.g., the choice of an OCR engine may impact results more than the choice
of model architecture. Moreover, with the usage of our diagnostic datasets we can observe that
Tesseract struggle the most with Handwritten and Table/list categories in comparison to Plain text
category. It is worth noting that we see a bigger difference in the results between Azure CV and
Tesseract for Extractive category, which suggest us that we should used better OCR engine especially
for that kind of problems.

Requirement of multi-modal comprehension. In addition to layout and textual semantics, part of
the covered problems demand a Computer Vision component, e.g., to detect a logo, analyze a figure,
recognize text style, determine whether the document was signed or the checkbox nearby was selected.
Thus, Document Understanding naturally incorporates challenges of both multi-modality and each
modality individually. Since none of our baselines contain a vision component, we underperform on



Table 4: Scores for different OCR engines and datasets with T5+2D model

Average scores for different diagnostic categories
Inferred Handwritten Table/list Plain text

OCR DocVQA IVQA Charity DeepForm Average Extractive
Azure CV (v3.2) 74.1 43.1 57.7 74.8 62.4 51.3 33.0 31.3 46.0 65.3
Tesseract (v4.0) 55.7 28.3 55.7 66.8 51.6 43.1 29.5 12.5 272 61.1
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Figure 3: Results for diagnostic subsets. See Appendix G for detailed description of these categories

299 the category of problems requiring multi-modality, as is visible on the diagnostic dataset we proposed

s00 Nevertheless, better performance of the T5+2D model suggests that part of the problems considered
as visual, can be in practice approximated by solely using the words’ spatial relationships (e.g., text

curved around a circle, located in the top-left corner of the page presumably has the logo inside).

301

302

303 Single architecture for all datasets. It is common that token-level annotation is not available, and
304 one receives merely key-value or question-answer pairs assigned to the document. Even in problems
305 of extractive nature, token spans cannot be easily obtained, and consequently, the application of
306  state-of-the-art architectures from other tasks is not straightforward. In particular, authors attempting
307 Document Understanding problems in sequence labeling paradigms were forced to rely on faulty
sos handcrafted heuristics [37]. In the case of our baseline models, this problem is addressed straight-
309 forwardly by assuming a sequence-to-sequence paradigm that does not make use of token-level
310 annotation. This solution, however, comes with a tradeoff of low performance on datasets requiring

comprehension of long documents, such as Kleister Charity.
Our diagnostic datasets are an important part of the analysis of different

312 Diagnostic dataset.

313 challenges in general (e.g., OCR quality or multi-modal comprehension, as we mentioned above) and
for debugging different types of architectural decisions (see Figure 3). For example, we can observe a

big advantage of unsupervised pretraining in the inferred, number, table/list categories, which shows

311

314

315 bi

ate the importance of a good dataset for specific problems (dataset used for pretraining the original T5
317 model has a small number of documents containing tables). The most problematic categories for all
318 models were those related to complex logic operations: arithmetic, counting, comparison.

ste 5 Conclusions

320 To efficiently pass information to the reader, writers often assume that structured forms such as tables

321 graphs, or infographics are more accessible than sequential text due to human visual perception and

322 our ability to understand a text’s spatial surroundings. We investigate the problem of correctly mea-

323 suring the progress of models able to comprehend such complex documents and propose a benchmark

324 — a suite of tasks that balance factors such as quality of a document, importance of layout information,
type and source of documents, task goal, and the potential usability in modern applications.

We aim to track the future progress on them with the website prepared for transparent verification
and analysis of the results. The former is facilitated by the diagnostics subsets we derived to measure
vital features of the Document Understanding systems. Finally, we provide a set of solid baselines,
datasets in the unified format, and released source code to bootstrap the research on the topic.
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ChecKlist

1. For all authors...
(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes]

(b) Did you describe the limitations of your work? [Yes] See 2.1 where we discuss the
broader landscape of available tasks and why we consider part of them.

(c) Did you discuss any potential negative societal impacts of your work? [N/A] Since this
is a benchmark paper, we do not see any immediate negative societal impacts.

(d) Have you read the ethics review guidelines and ensured that your paper conforms to
them? [Yes]
2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [N/A ]
(b) Did you include complete proofs of all theoretical results? [IN/A]

3. If you ran experiments...

(a) Did you include the code, data, and instructions needed to reproduce the main exper-
imental results (either in the supplemental material or as a URL)? [Yes] Please see
Supplementary Materials.

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes] Please see Appendix J and Supplementary Materials

(c) Did you report error bars (e.g., with respect to the random seed after running experi-
ments multiple times)? [N/A] Since we are providing baselines to roughly estimate
whether the task is solved or not, or what type of information the documents contain,
multiple runs are not neccessary.

(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUgs, internal cluster, or cloud provider)? [Yes] See Appendix J.

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes] See, e.g., Section 2.1.

(b) Did you mention the license of the assets? [Yes] Only the datasets with permissive
licenses were chosen, see Section 3.3.

(c) Did you include any new assets either in the supplemental material or as a URL? [ Yes]
Yes, we provide models, data and code.

(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [N/A|
(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [IN/A]
5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [Yes] We annotated data by ourselves, based on instructions given in the
Appendix G.

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [N/A]

(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [N/A ]
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A Issues Raised by Reviewers in the Previous Round

A.1 Major

The writing and organization of the paper confusing (pointed by Reviewer 259y, 8jTw and
Program Chairs)

The paper was reorganized and extended where needed. In particular, we have rewritten and explained
crucial aspects such as what the selected tasks have in common, why such a benchmark is necessary,
and what its relation is to other benchmarks. Additionally, we described the contribution in detail
and changed the sections’ order to make the reasoning easier to comprehend. The experimental
section and discussion of results were substantially extended. Several parts were shortened, and we
elaborated on the benchmark aspect that previously was unclear to the reviewers.

The experiments section should be improved (pointed by Reviewer 259y, 8jTw and Program
Chairs) — not enough baseline methods and in-depth discussions

We substantially improved the baselines by introducing a stage of unsupervised pretraining on
visually rich documents. Additionally, we provided an extensive evaluation concerning the challenges
(Section 4.3) with the use of diagnostic sets we introduced. Significantly, we commented on the
results and clarified why they could not be compared to those obtained by other authors, i.e., that the
evaluation rules we assume exclude the previous submission, or they were obtained on a task before
its reformulation to document understanding.

Not well justified why such such '"document understanding'' benchmark is needed (pointed by
Reviewer 259y, 8jTw and Program Chairs)

It is now clarified in the introduction, Section 3, and, especially, Section 2.2. Additionally, it is shown
that all the document understanding tasks share the same challenges and thus are worth a parallel
investigation in Section 4.3.

The main contribution of this paper is unclear (pointed by Reviewer 259y, 8jTw)
It is now stated explicitly in the introduction, where the Contribution section was added.

Relation To Prior Work. The paper does not mention the difference between this work and
previous ones. (pointed by Reviewer 259y, 8jTw))

We clarify the difference and refer to the previous works in the Section 2.2.

A.2 Minor

It would be helpful if the authors could explain more on why these 7 datasets should be consid-
ered together. What is it about these tasks that fundamentally suggests they should be treated
together? The authors allude to the idea that in all the these tasks, the model must compre-
hend the "'layout" of the documents. A bit more precision and exposition here would be helpful.
(Reviewer 2S9y)

Similarly to the motivation behind the benchmark, it is now addressed in Section 3, Section 2.2, and
Section 4.3.

The details are partially provided. Specifically, the authors describe the format of data or-
ganisation, but lack the other aspects like maintenance, ethics, responsibility, etc. (Reviewer
8jTw)

To answer the call for an explicit statement about hosting, licensing, and maintenance, we updated
our supplementary material with the filled data sheet based on Gebru et. al Datasheets for Datasets
article, where such information is detailed (filling this form is required for datasets in this track, but
we adapted it to the benchmark).
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B Considered datasets

B.1 Desired characteristics

End-to-end nature. As the value and importance of Document Understanding result from its
application to process automation, a good benchmark should measure to which degree workers can be
supported in their tasks. Though Layout Analysis is oldest of the Document Understanding problems,
its output is often not an end in itself but rather a half-measure disconnected from the final information
the system is used for. We also remove all tasks which as an input takes collection of documents.

Quality. Availability of high-quality annotation was a condition sine qua non for a task to qualify.
To ensure the highest annotation quality, we excluded resources prepared using a distant annotation
procedure, e.g., classification tasks where entire sources were labeled instead of individual instances,
or templated question-answer pairs.

Difficulty. As it makes no sense to measure progress on solved problems, only tasks with a
substantial gap between human performance and state-of-the-art models were considered. In the case
of promising tasks lacking a human baseline, we provided our estimation. Moreover, we remove all
tasks were free text was dominated in documents (we don’t need to use layout or visual features).

Licensing. In publishing our benchmark, we are making efforts to ensure the highest standards for
the future of the machine learning community. Only tasks with a permissive license to use annotations
and data for further research can be considered.

At the same time, we recognized it is essential to approach the benchmark construction holistically, i.e.,
to carefully select tasks from diverse domains and types in the rare cases where datasets are abundant.

B.2 Datasets selection process

The review protocol consisted of a manual search in specific databases, repositories and distribution
services. The scientific resources included in the search were:

e https://paperswithcode.com/datasets/

* https://datasetsearch.research.google.com/

* https://data.mendeley.com/

e https://arxiv.org/search/

* https://github.com/

e https://allenai.org/data/

* https://www.semanticscholar.org/

* https://scholar.google.com/

* https://academic.microsoft.com/home
Results were reviewed by one of authors of the present paper and the resources related to classification,

KIE, QA, MRC, and NLI over complex documents, figures, and tables were identified as potentially
relevant (in accordance with inclusion criteria described in Section B.2).

The initial search assumed use of the following keywords: Question Answering, Visual Question
Answering, Document Question Answering, Document Classification, Document Dataset, Information
Extraction. Additionally, we used Machine Reading Comprehension, Question Answering, VOA in
combination with Document, and Visual, Document, Table, Figure, Plot, Chart, Hybrid in combination
with Question Answering or Information Extraction.

Table 5 presents list of relevant datasets and results of their assessment according to the criteria
of end-to-end nature, quality, difficulty, and licensing. Candidate tasks resulted from an extensive
review of both literature and data science challenges without accompanying publication and their
basic characteristics.

16



616

617
618
619
620
621

622

623
624
625

626
627
628
629

630
631
632

633
634
635
636
637
638
639

Table 5: Comparison of selected and considered datasets with their base characteristic, including
information regarding whether an input is a collection of documents (Col.), entire document (Doc.)
or document excerpt (Exc.).

Size (thousands)  Selection criteria Input

Dataset Type E & @ Domain Comment

s : 3z 2 2 3 &

£ 8 &1 2 ¢£ 3

-

Kleister Charity [42] KIE 173 44 61 + + + 4+ Doc. Finances
PWC [23] KIE 2 06 .12 + 4+ + 4 Doc. Scientific
DeepForm [44] KIE Vi 1 3 4+ + + + Doc. Finances
DocVQA [30] Visual QA 10.2 1.3 1.3 + 4+ + + Doc. Business
InfographicsVQA [29] Visual QA 4.4 S 6 + + + + Doc. Open
TabFact [6] Table NLI 13.2 1.7 1.7 + 4+ 4+ 4 Exc. Open
WTQ [36] Table QA 1.4 3 4 4+ 4+ + 4+ Exc. Open
Kleister NDA [42] KIE 25 .08 2 + + — + Doc. Legal Dominated by extraction from free text
SROIE [19] KIE .63 - 3 4+ 4+ — 4 Doc. Finances No room for improvement
CORD [35] KIE .8 1 .1 4+ + — 4+ Doc. Finances No room for improvement
Wildreceipt [43] KIE 1.27 - 4 4+ + — 4+ Doc. Finances No room for improvement
WebSRC [5] KIE 4.55 9 1.0 + — 4+ + Doc. Open Templated input data
FUNSD [21] KIE 15 - 05 + — + 4+ Doc. Finances Known disadvantages [48]
DocCVQA [29] Visual QA 44 5 6 — + + + Col. Open Document Collection Question Answering
TextbookQA [25] Visual QA .67 2 21 4+ — + 4 Doc. Educational Source files are not available
MultiModalQA [45] Visual QA 23.82 244 366 + — + + Doc. Open Automatically generated questions
VisualMRC [46] Visual MRC 7 1 2 + + — + Doc. Open Human performance reached
RVL-CDIP [16] Classification 320 40 40 + 4+ — + Doc. Finances No room for improvement
DocFigure [22] Classification 19.8 - 131 4+ 4+ — 4 Doc. Scientific No room for improvement
EURLEXS7K [3] Classification 45 6 6 + + — + Doc. Legal Dominated by extraction from free text
MELINDA [51] Classification 434 45 58 4+ — 4+ + Doc. Scientific Semi-supervised annotation
S2-VL [41] DLA 1.3 - - — + 4+ + Doc. Scientific Cross-validation for training and testing
DocBank [27] DLA 398 50 50 — — + 4 Doc. Scientific Automatic annotation
Publaynet [57] DLA 3404 119 12 — — 4+ + Doc. Scientific Automatic annotation
PlotQA [31] Figure QA 157 337 337 + — + + Exc. Open Synthetic
Leaf-QA [4] Figure QA 200 40 815 + + + Exc. Open Templated questions
TAT-QA [58] Table QA 22 28 28 + — 4+ + Exc. Finances Source files are not available
WikiOPS [8] Table QA 1728 247 467 + 4+ — 4+ Exc. Open No room for improvement
FeTaQA [32] Table QA 733 1.0 20 + — 4+ + Exc. Open Answers as a free-form text
HybridQA [7] Table QA 62.68 347 346 — + + 4 Col. Open Multihop Question Answering

C Minor dataset modifications

Deduplication. Through the systematic analysis and validation of the chosen datasets, we noticed
one of the commonly appearing defects is the presence of duplicated annotations. We decided to
remove these duplicates from InfographicsVQA (14 annotations from train, two from the dev set),
DocVQA (four from train and test sets each), TabFact (309 from train, 53 from dev, and 52 the test
set), and WikiTableQuestions (one annotation from each train and test sets).

D Tasks processing and reformulation

Since part of the datasets were reformulated or modified to improve the benchmark quality or align
the task with the Document Understanding paradigm, we describe the introduced changes in detail
below.

WikiTableQuestions*. We prepare input documents by rendering table-related HTML distributed
by authors in wkhtmltopdf and crop the resulting files with pdfcrop. As these code excerpts do not
contain head tag with JavaScript and stylesheet references, we use the header from the present version
of the Wikipedia website.

Approximately 10% of tables contained at least one img tag with a source that is no longer reachable.
It results in a question mark icon displayed instead of the image and does not impact the evaluation
procedure since the questions here do not require image comprehension.

The original WTQ dataset consists of training, pristine-seen-tables, and pristine-unseen-tables
subsets. We treat pristine-unseen-tables as a test set and create new training and development sets
by rearranging data from training and pristine-seen-tables. The latter operation is dictated by the
leakage of documents in the original formulation, i.e., we consider it undesirable for a document to
appear in different splits, even if the question differs. The resulting dataset consists of approximately
2100 documents divided in the proportion of 65%, 15%, 20% into training, development, and test
sets.
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Year Venue Winners Runner-up 3rd place

2005 | g Pardubice = Poland (41 pts) = Sweden (35 pts) 5= Denmark (24 pts)

2006 | wum Rybnik mm Poland (41 pts) == Sweden (27 pts) 2= Denmark (26 pts)

2007 = Abensberg = Poland (40 pts) St= Great Britain (36 pts) s Czech Republic (30 pts)
2008 | g& Holsted = Poland (40 pts) &= Denmark (39 pts) &= Sweden (38 pts)

2009 | um GOrzéw WIKp. | wum Poland (57 pts) 2= Denmark (45 pts) 2= Sweden (32 pts)

2010 | == Rye House &= Denmark (51 pts) | &&= Sweden (37 pts) = Poland (35 pts)

2011 | mmm Balakovo mm Russia (61 pts) 2= Denmark (31 pts) == Ukraine (29+3 pts)
2012 | e Gniezno = Poland (61 pts) &| Australia (44 pts) 2= Sweden (26 pts)

Year Venue Winners Runner-up 3rd place

Figure 4: Document in WikiTableQuestions reformulated as Document Understanding.

(Question) After their first place win in 2009, how did Poland place the next year at the speedway junior world
championship? (Answer) 3rd place

TabFact*. As the authors of TabFact distribute only CSV files, we resorted to HTML from the
WikiTables dump their CSV were presumably generated from.> As Chen et al. [6] dropped some of
the columns present in used WikiTable tables, we remove them too, to ensure compatibility with the
original TabFact. Rendered files are used analogously to the case of WTQ.

Superleague (Final League) Table (Places 1-6)

Nation Ga‘r’nte: Points Table points
Played Won | Drawn | Lost For Against | Difference
1| VVA-Podmoskovye Monino | 10 9 0 1 374|119 +255 37
2 | Krasny Yar Krasnoyarsk 10 6 0 4 198 | 255 -57 28
3| Slava Moscow 10 5 1 4 211|226 -15 26
4 | Yenisey-STM Krasnoyarsk |10 5 0 5) 257|158 +99 25
5 | RC Novokuznetsk 10 4 1 5 168 | 194 -26 23
6 | Imperia-Dynamo Penza 10 0 0 10 138395 -257 10

Figure 5: Document in TabFact reformulated as Document Understanding.
(Claim) To calculate table point, a win be worth 3, a tie be worth 1 and a loss be worth 0

Results differ from TabFact in several aspects, i.e., text in our variant is not normalized, it includes
the original formatting, and the tables are more complex due to restoring the original cell merges.
All mentioned differences are desired, as we intended to consider raw, unprocessed files without any
heuristics or normalization applied.

Another difference we noticed is that tables in the original TabFact are sometimes one row shorter,
i.e., they do not contain the last row present in the WikiTable dump. As it should not impact expected
answers, we decided to maintain the fidelity to Wikipedia and use the complete table.

We use the original splits into training, development, and test sets.

DeepForm*. The original DeepForm dataset consists of 2012, 2014, and 2020 subsets differing
in terms of annotation quality and documents’ diversity. We decided to use only the 2020 subset
as for 2014, and 2020 annotations were prepared either automatically or by volunteers, leading to
questionable quality. The selected subset was randomly divided into training, development and test
set.

We noticed several inconsistencies during the initial analysis that lead us to the manual correction
of autodetected: (1) invalid date format; (2) flight start dates earlier than flight end; (3) documents
lacking one or more data points.

In addition to the improved 2020 subset, we manually annotated one hundred 2012 documents, as
they can pose different challenges (contain different document templates, handwriting, have lower
image quality). They were used to extend development and test set. The final dataset consists of 700
training, 100 development, and 300 test set documents.

PWC*. The authors of AxCell relied on PWC Leaderboards and LinkedResults datasets [23].
The original formulation assumes extraction of (task, dataset, metric, model, score) tuples from

http://websail-fe.cs.northwestern.edu/TabEL/tables. json.gz
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Figure 6: Single page from document in DeepForm.

a provided table. In contrast, we reformulate the task as Document Understanding and provide a
complete paper as input instead. These are obtained using arXiv identifiers available in the PWC
metadata. Consequently, the resulting task is an end-to-end Key Information Extraction from real-
world scientific documents.

Whereas LinkedResults was annotated consistently, the PWC is of questionable quality as it was
obtained from leaderboards filled by Papers with Code visitors without a clear guideline or annotation
rules. The difference between the two is substantial, i.e., the agreement in terms of F1 score between
publications present in both PWC and LinkedResults is lower than 0.35. We attribute this mainly to
flaws in the PWC dataset, such as missing records, inconsistent normalization and the difficulty of
the task itself.

Consequently, we decided to perform its manual re-annotation assuming that: (1) The best result for
a proposed model variant on the single dataset has to be annotated, e.g., if two models with different
parameter sizes were present in the table, we report only the best one. (2) Single number is preferred
(we take the average over multiple split or parts of the dataset if possible). (3) When results from
the test set are available, we prefer them and don’t report results from the validation set. (4) We add
multiple value variants when possible. (5) We include information on used validation/dev/test split in
the dataset description wherever applicable. (6) We don’t report results on the train set. (7) We don’t
annotate results not appearing in the table. (8) We filter out publications that are hard to annotate
even for a human.

Interestingly, human scores on PWC are relatively low in terms of F1 value. This can be attributed to
unrestricted nature of particular properties, e.g., accuracy and average accuracy are equally valid
metric values. Similarly, Action Recognition, Action Classification, and Action Recognition are
equally valid task names. At the same time, it is impossible to provide all answer variants during the
preparation of the gold standard. We decided to keep the dataset in the benchmark as it is extremely
demanding, and there is still a large gap between humans’ and models’ performance (See Table 3).

E Dataset statistics

Chosen datasets represent the plethora of domains, lengths, and document types. This appendix
covers the critical aspects of particular tasks at the population level.

Though part of the datasets is limited to one-pagers, the remaining documents range from a few to
few hundred pages (Figure 8). At the same time, there is a great variety in how much text is present
on a single page — we have both densely packed scientific documents and concise document excerpts
or infographics. This diversity allows us to measure the ability to comprehend documents depending
on their length.
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we refer (o it as the semantic-guided discriminator D, as
shown in Fig. 2. It employs the input semantic map S, and
the generated image 1§ (or the real image 1,) as input:

LeGan(G, Dy) =Es, 1, [log Dy(Sy. 1) + ®
Es, ¢ [log(1 = Dy(S,, 5]
which aims to preserve scene layout and capture the local-
aware information.

For the cross-view image translation task, we also pro-
pose another im:
the conditional imag:
(or the ground-truth

and the final generated image ¢
) as input:

Leaan(G, Dy) [log Di(La )] +

i [log(1 = i1, 1))

©

In this case, the total loss of our Dual-Discriminator D is
Leaan=Leaan(G, Di)+Leaas (G, Ds)

4. Experiments

‘The proposed LGGAN can be applied to different gen-
erative tasks such as the cross-view image translation [43]
and the semantic image synthesis [32]. Tn this section we
present experimental results and analysis on both tasks.

4.1. Results on Cross-View Image Translation

Datasets. We follow [13, 36] and perform the cross-
view image translation experiments on the Dayton [46] and
CVUSA datasets [9]. The Dayton dataset contains 76,048
images with a trainftest split of 55.000/21,048 pairs. The
CVUSA dataset consists of 35,532/8,884 image pairs in
train/test split.
Evaluation Metric. Similarly to [36, 37, 13]. we em-
ploy Inception Score (IS). Accuracy (Acc.), KL Divergence
Score (KL) to evaluate the proposed model. These three
metrics evaluate the distance between two different distri-
butions from a high-level feature space. We also employ
pixel-level similarity metrics to evaluate our method, i.e..
ctural-Similarity (SSIM), Peak Signal-to-Noise Ratio
(PSNR) and Sharpness Difference (SD).
State-of-the-Art Comparisons. We compare our LGGAN
with several recently proposed state-of-the-art methods, i.e.,
Zhai et al. [52], Pix2pix [21], X-SO [37], X-Fork [36] and
X-Seq [36]. The comparison results are shown in Tables 1
and 2. We can observe that LGGAN consistently outper-
forms the competing methods on all metrics.

o study the effectiveness of LGGAN, we conduct ex-
periments with the methods using semantic maps and RGB
images as input, including Pix2pix++ [21], X-Fork++ [30],
X-Seq#+ [30] and SelectionGAN [+3]. We implement
Pix2pix++, X-Fork+ and X-Seq++ using their public
source code. Results are shown in Tables 1 and 2. We ob-

Figure 7: Single page from document in PWC.

F Details of human performance estimation

Estimation of human performance for PWC, WikiTableQuestions, DeepForm was performed in-
house by professional annotators who are full-time employees of Applica.ai. Before approaching the
process, each of them has to participate in the task-specific training described below.

Number of annotated samples depended on task difficulty and the variance of the resulting scores. We
relied on 50 fully annotated papers for the PWC dataset (approx. 150 tuples with five values each),
109 DeepForm documents (532 values), and 300 questions asked to different WikiTableQuestion
tables.

Each dataset was approached with two annotators in the LabelStudio tool. Human performance is the
average of their scores when validated against the gold standard.

Training. Each person participating in the annotation process completed the training consisting of
four stages: (1) Annotation of five random documents from the task-specific development set. (2)
Comparative analysis of differences between their annotations and the gold standard. (3) Annotation
of ten random documents from the task-specific development set and subsequent comparative analysis.
(4) Discussion between annotators aimed at agreeing on the shared, coherent annotation rules.

G Annotation of diagnostic subsets

In order to analyze the prepared benchmark and the results of individual models, diagnostic sets were
prepared. These diagnostic sets are subsets of examples selected from the testset for all datasets.

When building a taxonomy for diagnostic sets, we adopted two basic assumptions: (1) It must be
consistent across all selected tasks so that at least two tasks can be noted with a given category (2)
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datasets consist only of one-pagers.
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Figure 9: An example of an interface for annotating diagnostic subsets based on document from
DeepForm dataset.

It should include as many aspects as possible that are relevant from the perspective of document
understanding problem.

Initially, we adopted the taxonomies proposed in DocVQA, Infographics, and TabFact as potential
categories [30, 29, 6]. In the next step, we adjusted our taxonomy to all datasets following the
previously adopted assumptions, distinguishing seven main categories with 25 subcategories (for a
more detailed description of the category (see the section G.1). Then, for each dataset, we prepared
an annotation task in the LabelStudio tool ¢ (see example 9) along with an annotation instruction.
Finally, to determine Human performance, the annotation was carried out by a team of specialists
from Applica.ai, where the selected example was noted only by one person.

G.1 Taxonomy description
The taxonomy is based on multiple aspects of documents, inputs, and answers and was designed to

be sufficiently generic for future adaptation to other tasks. Here, in each category, we describe the
predicates that annotators followed when classified an example into specific subcategories.

Answer source. This category is based on the relation between answer and text in the document.

» Extractive — after lowercasing and white-characters removing, the answer can be exact-matched
in the document.

¢ Inferred — other non-extractive cases.

Output format This category is based on the shape of an output.

* Single value — the answer consists of only one item.

 List — multiple outputs are to be provided.

Output type. This category is based on the semantic of an output.

* Organization — the answer is a name of an organization or institution.

®https://labelstud.io/
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Location — the answer is a geographic location globally (e.g., a country, continent, city) or locally
(building or street, among others).

Person — the answer is a personal identifier(name, surname, pseudonym) or its composition. It
can have a title prefix or suffix (e.g., Mrs., Mr., Ph.D.) or have a shortened or informal version.

Number — numerical values given with the unit or percent. Values written in the free text do not
comply with this class’s definition.

Date/Time/Duration — the answer represents the date, time, or the difference between two dates
or times.

Yes/No — the answer is a textual output of binary classification, such as Yes/No pairs, and
Positive/Negative, 0/1 among others.

Evidence. This category is based on the source of information that allows the correct answer to be
generated. When there are multiple justifications based on different pieces of evidence (for example,
the address is in a table and block text), it is required to select all the pieces of evidence.

Table or List — a table is a fragment of the document organized into columns and rows. The
distinguishing feature of the table is consistency within rows and columns (usually the same data
type). Moreover, it may have a header. In that sense, the form is not a table (or at least it does not
have to be). A list is a table degenerated into one column or row containing a header.

Plain text — the answer is based on plain text if there is an immediate need to understand a longer
fragment of the text while answering.

Graphic element — the answer is based on graphic evidence when understanding graphically
rich, non-text fragments of documents (e.g., graphics, photos, logos (non-text)) are necessary for
generating a correct answer.

Layout — it is evidence when comprehending the placement of text on the page (e.g., titles,
headers, footers, forms) is needed to generate the correct answer. This type does not include
tables.

Handwritten — when the text written by hand is crucial for an answer.

Operation. This category is based on the type of operations that are to be performed on the
document before reaching to the correct answer.

Counting — when there is a need to count the occurrences or determine the position on the list.

Arithmetic — when there is an arithmetic operation applied before answering, or a sequence of
arithmetic operations (e.g., averaging).

Comparison — a comparison in the sense of lesser/greater. Other procedures that a comparison
operation can express (e.g., approximation) may be chosen. Here, the operation "is equal” is not a
comparison since it is sufficient to match sequences without a semantic understanding.

Normalization — when we are to return something in the document but in a different form. It may
only apply to the output; we do not acknowledge this operation when it is required to normalize a
question fragment to match it in the document.

Answer number. This category is based on the number of occurrences of an answer in the docu-
ment.

H

1 — when there is one path of logical reasoning to find the correct answer in the document. We
treat it as one justification for two different reasoning paths based on the same data from the
document.

> 1 — the other cases.

Unified format

We propose a unified format for storing information in the Document Understanding domain and

deliver converted datasets as part of the released benchmark. It assumes three interconnected dataset,

23



787
788

789
790

791
792
793
794
795

797
798
799
800
801

802

803
804

805
806
807

808
809
810
811

812
813
814
815

816

817
818
819

820
821

822
823

824
825

826

827

828

829
830

831
832

document annotation and document content levels. Please refer to the repository for examples and
formal specifications of the schemes.

Dataset. The dataset level is intended for storing the general metadata, e.g., name, version, license,
and source. Here, the JSON-LD format based on the well-known schema.org web standard is used.”

Document. The documents annotation level is intended to store annotations available for individual
documents within datasets and related metadata (e.g., external identifiers). Our format, valid for all
of the Document Understanding tasks, is specified using the JSON-Schema standard. This ensures
that every record is well-documented and makes automatic validation possible. Additionally, to make
the processing of large datasets efficient, we provide JSON Lines file for each split, thus it is possible
to read one record at a time.

Content. As part of the original annotation or additional data we provide is related to document
content (e.g., the output of a particular OCR engine), we introduce the document’s content level.
Similarly to the document level, we propose an adequate JSON Schema and provide the JSON
Lines files in addition. PDF files with the source document accompany dataset -, document-, and
content-level annotations. If the source PDF was not available, a lossless conversion was performed.

I Evaluation protocol

Evaluation protocol. All the benchmark submissions are expected to conform to the following
rules to guarantee fair comparison, reproducibility, and transparency:

* All results should be automatically obtainable starting from either raw PDF documents or the JSON
files we provide. In particular, it is not permitted to rely on the potentially available source file that
our PDFs were generated from or in-house manual annotation.

Despite the fact that we provide an output of various OCR mechanisms wherever applicable, it is
allowed to use software from outside the list. In such cases, participants are highly encouraged to
donate OCR results to the community, and we declare to host them along with other variants. It is
expected to provide detailed information on used software and its version.

* Any dataset can be used for unsupervised pretraining. The use of supervised pretraining is limited
to datasets where there is no risk of information leakage, e.g., one cannot train models on datasets
constructed from Wikipedia tables unless it is guaranteed that the same data does not appear in
WikiTableQuestions and TabFact.

It is encouraged to use datasets already publicly available or to release data used for pretraining.

Training performed on a development set is not allowed. We assume participants select the model
to submit using training loss or validation score. We do not release test sets and keep them secret
by introducing a daily limit of evaluations performed on the benchmark’s website.

Although we allow submissions limited to one category, e.g., QA or KIE, complete evaluations of
models that are able to comprehend all of the tasks with one architecture are highly encouraged.

Since different random initialization or data order can result in considerably higher scores, we
require the bulk submission of at least three results with different random seeds.

Every submission is required to have an accompanying description. It is recommended to include
the link to the source code.

J Experiments - training details
The experiments were carried out in an environment with NVIDIA A100-40Gb cards, PyTorch
version 1.8.1, and huggingface-transformers in version 4.2.2.

The parameters were selected through empirical experiments with T5-Base model on DocVQA and
InfographicsVQA collections. The T5-Large model was used as the basis for finetuning.

The training lasted up to 30 epochs at batch 64 in training, the default optimizer AdamW (Ir =
0.0002), and warmup set to 100 updates. Validation was performed five times per epoch, and when

"See https://json-1d.org/ for information on the JSON-LD standard, and https://developers.g
oogle.com/search/docs/data-types/dataset for the description of adapted schema.
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no improvement was seen for 20 validation steps (4 epochs), the training was stopped. The length of
the input documents has been truncated to 1024 tokens and the responses to 256 tokens. Dropout was
set to 0.15, gradient clipping to 1.0, and weight decay to 1e-05.

The complete source code is attached as the supplementary material.

K Benchmark datasheet

Following Gebru et al. [13] we fill the datasheet for the proposed benchmark. As it was originally
designed for datasets, part of the questions might not apply and were skipped.

K.1 Motivation for datasheet creation

Why was the benchmark created? Despite its importance for digital transformation, the problem
of measuring how well available models obtain information from a wide range of document types
and how suitable they are for freeing workers from paperwork through process automation is not
yet addressed. We intend to bridge this major gap by introducing the first Document Understanding
benchmark.

Has the benchmark been used already? If so, where are the results so others can compare (e.g.,
links to published papers)? No, the paper describes the first version of the benchmark.

Who funded the creation dataset? Applica.ai

K.2 Benchmark composition

What are the instances?(that is, examples; e.g., documents, images, people, countries) Are
there multiple types of instances? (e.g., movies, users, ratings; people, interactions between
them; nodes, edges) Single instance is a PDF document such as report, scientific publication, form,
infographic or table excerpted from websites. For each instance in train and dev split we provide
associated question-answer or property-value pairs.

How many instances are there in total (of each type, if appropriate)? DocVQA totals 12.8k
examples, InfographicsVQA totals 5.5k, Kleister Charity totals 2.7k, PWC totals 0.4km DeepForm
totals 1.1k WikiTableQuestins totals 2.1k and TabFact totals 16.6k

What data does each instance consist of ? “Raw’’ data (e.g., unprocessed text or images)? Fea-
tures/attributes? Is there a label/target associated with instances? If the instances related to
people, are subpopulations identified (e.g., by age, gender, etc.) and what is their distribution?
OCR layer from scanned PDF, textual question (or property) and textual answer (value), meta-data
and diagnostic information.

Is there a label or target associated with each instance? If so, please provide a description.
Yes, there is an answer or multiple allowed answers specified for each instance.

Is any information missing from individual instances? If so, please provide a description,
explaining why this information is missing (e.g., because it was unavailable). This does not
include intentionally removed information, but might include, e.g., redacted text. For each
instance we provide output form OCR tools (Tesseract, Microsoft Computer Vision API, djvu).
However, few documents are problematic for OCR engines and for them we were not able to generate
text and layout layer.

Are relationships between individual instances made explicit (e.g., users’ movie ratings, social
network links)? If so, please describe how these relationships are made explicit. Yes, they
contain metadata that informs about the id of the document that was used for the instance. Different
instances may share the same underlying document.
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Are there recommended data splits (e.g., training, development/validation, testing)? If so,
please provide a description of these splits, explaining the rationale behind them. For five
out of seven tasks from our benchmark we used original datasets splits. The two datasets in which we
changed splits are:

DeepForm. The original DeepForm dataset consists of 2012, 2014, and 2020 subsets differing in
terms of annotation quality and documents’ diversity. We decided to use only the 2020 subset as
for 2014, and 2020 annotations were prepared either automatically or by volunteers, leading to
questionable quality. The selected subset was randomly divided into training, development and test
set. In addition to the improved 2020 subset, we manually annotated one hundred 2012 documents,
as they can pose different challenges (contain different document templates, handwriting, have lower
image quality). They were used to extend development and test set. The final dataset consists of 700
training, 100 development, and 300 test set documents.

WikiTableQuestions. The original WTQ dataset consists of training, pristine-seen-tables, and pristine-
unseen-tables subsets. We treat pristine-unseen-tables as a test set and create new training and
development sets by rearranging data from training and pristine-seen-tables. The latter operation
is dictated by the leakage of documents in the original formulation, i.e., we consider it undesirable
for a document to appear in different splits, even if the question differs. The resulting dataset
consists of approximately 2100 documents divided in the proportion of 65%, 15%, 20% into training,
development, and test sets.

Are there any errors, sources of noise, or redundancies in the dataset? If so, please provide a
description. In our benchmark we have two sources of errors:

Annotations. For each task we provided human performance estimation which shows how often the
annotators were in agreement with each other (what is the level of annotation noise).

OCR output. As an input for all tasks we used PDF files. Therefore, we used OCR tools (which is no
perfect) to retrieve text and layout layer (token bounding boxes).

Is the benchmark self-contained, or does it link to or otherwise rely on external resources (e.g.,
websites, tweets, other datasets)? If it links to or relies on external resources, a) are there
guarantees that they will exist, and remain constant, over time; b) are there official archival
versions of the complete dataset (i.e., including the external resources as they existed at the
time the dataset was created); c) are there any restrictions (e.g., licenses, fees) associated with
any of the external resources that might apply to a future user? Please provide descriptions
of all external resources and any restrictions associated with them, as well as links or other
access points, as appropriate. Despite the fact that the benchmark aggregates dataset published
in various sources it is self-contained. To eliminate some of the barriers in future experiments, we
proposed a format to unify varied Document Understanding tasks and convert all of the datasets
included in the benchmark. Additionally, we provide versioned OCR layers for scanned documents
to make models evaluated in the future directly comparable.

All of these resources are provided on the benchmark website, without a need to download them from
external sources.

K.3 Collection Process

What mechanisms or procedures were used to collect the data (e.g., hardware apparatus or sen-
sor, manual human curation, software program, software API)? How were these mechanisms
or procedures validated? For WikiTableQuestions, we prepare input documents by rendering
table-related HTML distributed by authors in wkhtmltopdf and crop the resulting files with pdfcrop.
As these code excerpts do not contain head tag with JavaScript and stylesheet references, we use the
header from the present version of the Wikipedia website.

As the authors of TabFact distribute only CSV files, we resorted to HTML from the WikiTables dump
their CSV were presumably generated from.®> As Chen et al. [6] dropped some of the columns present
in used WikiTable tables, we remove them too, to ensure compatibility with the original TabFact.
Rendered files are used analogously to the case of WTQ.

8http ://websail-fe.cs.northwestern.edu/TabEL/tables. json.gz
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The remaining datasets had their data kept in the original form. Used procedures were designed and
validated in an iterative manner by: (1) validating all generated documents against original source
(CSV) and (2) checking a random sample of 200 documents manually looking for anomalies. If any
errors were detected, the processing software was fixed and the validation procedure started again.

Who was involved in the data collection process (e.g., students, crowdworkers, contractors)
and how were they compensated (e.g., how much were crowdworkers paid)? Estimation of
human performance for PWC, WikiTableQuestions, DeepForm and annotation of diagnostic subsets
was performed in-house (at Applica.ai) by professional annotators in their work time.

K.4 Data Preprocessing

Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, processing
of missing values)? If so, please provide a description. If not, you may skip the remainder of the
questions in this section. We provide OCR layers for PDF documents to make models evaluated
in the future directly comparable.

Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to support
unanticipated future uses)? If so, please provide a link or other access point to the “raw’ data.
The original PDF files are hosted on the https://duebenchmark.com/data and can be downloaded from
there.

Is the software used to preprocess/clean/label the instances available? If so, please provide a
link or other access point. To preprocess all documents we have used two OCR tools:

1. Tesseract in version 4.1.1°
2. Microsoft Azure Computer Vision API (Azure CV) in version 3.0.0'°

To estimate human performance and for annotation diagnostic datasets we used open source Label-
Studio'! software (screenshots is provided in the paper appendix for reference).

K.5 Dataset Distribution

How will the dataset be distributed? (e.g., tarball on website, API, GitHub; does the data have
a DOI and is it archived redundantly?) All datasets from our benchmark are available on the
https://duebenchmark.com/data and can be downloaded from there. Moreover, for each dataset we
provide JSON-LD file'? with detailed description.

When will the dataset be released/first distributed? What license (if any) is it distributed
under? We released all datasets already. We used original license for all datasets that we selected
to our benchmark.

Are there any fees or access/export restrictions? No.

K.6 Dataset Maintenance

Who is supporting/hosting/maintaining the dataset? Applica.ai

Will the dataset be updated? If so, how often and by whom? No.

If the dataset becomes obsolete how will this be communicated? We will notify users on bench-
mark site: https://duebenchmark.com/

“https://github.com/tesseract-ocr/tesseract/releases/tag/4.1.1
"https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/overview-ocr
https://labelstud.io/

Zhttps://developers.google.com/search/docs/data-types/dataset
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Is there a repository to link to any/all papers/systems that use this dataset? Everyone who
want to use our benchmark should submit their results via site https://duebenchmark.com/. The
submission should also contain reference to the paper.

Any other comments? We are not planning to update prepared datasets in our benchmark but we
consider to prepare second version of our benchmark in the future (with updated list of datasets).

K.7 Legal and Ethical Considerations

Were any ethical review processes conducted (e.g., by an institutional review board)? If so,
please provide a description of these review processes, including the outcomes, as well as a
link or other access point to any supporting documentation. In our benchmark we are using
datasets which were collected by other researchers and therefore we do not conduct any ethical review
processes. Moreover, all datasets are already available.

Does the dataset contain data that might be considered confidential (e.g., data that is protected
by legal privilege or by doctorpatient confidentiality, data that includes the content of individ-
uals non-public communications)? If so, please provide a description. No.

Does the dataset contain data that, if viewed directly, might be offensive, insulting, threatening,
or might otherwise cause anxiety? If so, please describe why No.

Does the dataset relate to people? If not, you may skip the remaining questions in this section.
DocVQA. No.

InfographicsVQA. No.

Kleister Charity. No.

PWC. Yes.

DeepForm. Yes.

WikiTableQuestions. Yes.

TabFact. Yes.

Does the dataset identify any subpopulations (e.g., by age, gender)? If so, please describe how
these subpopulations are identified and provide a description of their respective distributions
within the dataset. No.

Is it possible to identify individuals (i.e., one or more natural persons), either directly or
indirectly (i.e., in combination with other data) from the dataset? If so, please describe how.
DocVQA. No.

InfographicsVQA. No.

Kleister Charity. No.

PWC. Yes — we can check what are the authors of the publications.

DeepForm. Yes — in this dataset we are processing receipts from political campaign ads bought
around US elections. Sometimes on these forms we could find politician person names.
WikiTableQuestions. Yes - data comes from Wikipedia so we can check person indirectly by going to
Wikipedia page from which table was extracted.

TabFact. Yes — data comes from Wikipedia so we can check person indirectly by going to Wikipedia
page from which table was extracted.

Does the dataset contain data that might be considered sensitive in any way (e.g., data that
reveals racial or ethnic origins, sexual orientations, religious beliefs, political opinions or
union memberships, or locations; financial or health data; biometric or genetic data; forms
of government identification, such as social security numbers; criminal history)? If so, please
provide a description. DocVQA. No.

InfographicsVQA. No.

Kleister Charity. No.

PWC. No.
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1012 DeepForm. Yes — we have information on how much money a given person donated to support the
1013 presidency campaign (but this information is publicly available).

1014 WikiTableQuestions. No.

1015 TabFact. No.

1016

1017 Did you collect the data from the individuals in question directly, or obtain it via third parties
1018 or other sources (e.g., websites)? We used data collected by other researchers.
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Abstract. We introduce a simple new approach to the problem of
understanding documents where non-trivial layout influences the local
semantics. To this end, we modify the Transformer encoder architecture
in a way that allows it to use layout features obtained from an OCR
system, without the need to re-learn language semantics from scratch.
We only augment the input of the model with the coordinates of token
bounding boxes, avoiding, in this way, the use of raw images. This leads
to a layout-aware language model which can then be fine-tuned on down-
stream tasks.

The model is evaluated on an end-to-end information extraction task
using four publicly available datasets: Kleister NDA, Kleister Charity,
SROIE and CORD. We show that our model achieves superior perfor-
mance on datasets consisting of visually rich documents, while also out-
performing the baseline RoOBERTa on documents with flat layout (NDA
F increase from 78.50 to 80.42). Our solution ranked first on the public
leaderboard for the Key Information Extraction from the SROIE dataset,
improving the SOTA Fi-score from 97.81 to 98.17.

Keywords: Language model - Layout - Key information extraction -
Transformer + Visually rich document - Document understanding

1 Introduction

The sequential structure of text leads to it being treated as a sequence of tokens,
characters, or more recently, subword units. In many problems related to Nat-
ural Language Processing (NLP), this linear perspective was enough to enable
significant breakthroughs, such as the introduction of the neural Transformer
architecture [28]. In this setting, the task of computing token embeddings is

L. Garncarek, R. Powalski, T. Stanistawek and B. Topolski—Equally contributed to
the paper.
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solved by Transformer encoders, such as BERT [6] and its derivatives, achieving
top scores on the GLUE benchmark [29].

They all deal with problems arising in texts defined as sequences of words.
However, in many cases there is a structure more intricate than just a linear
ordering of tokens. Take, for instance, printed or richly-formatted documents,
where the relative positions of tokens contained in tables, spacing between para-
graphs, or different styles of headers, all carry useful information. After all, the
goal of endowing texts with layout and formatting is to improve readability.

In this article we present one of the first attempts to enrich the state-of-the-
art methods of NLP with layout understanding mechanisms, contemporaneous
with [32], to which we compare our model. Our approach injects the layout
information into a pretrained instance of RoOBERTa. We fine-tune the augmented
model on a dataset consisting of documents with non-trivial layout.

We evaluate our model on the end-to-end information extraction task, where
the training set consists of documents and the target values of the properties to
be extracted, without any additional annotations specifying the locations where
the information on these properties can be found in the documents. We compare
the results with a baseline RoBERTa model, which relies on the sequential order
of tokens obtained from the OCR alone (and does not use the layout features),
and with the solution of [31,32]. LAMBERT achieves superior performance on
visually rich documents, without sacrificing results on more linear texts.

1.1 Related Work

There are two main lines of research into understanding documents with non-
trivial layout. The first one is Document Layout Analysis (DLA), the goal of
which is to identify contiguous blocks of text and other non-textual objects on
the page and determine their function and order in the document. The obtained
segmentation can be combined with the textual information contained in the
detected blocks. This kind of method has recently been employed in [17].

Many services employ DLA functionality for OCR (which requires document
segmentation), table detection or form field detection, and their capabilities are
still expanding. The most notable examples are Amazon Textract [1], the Google
Cloud Document Understanding Al platform [8], and Microsoft Cognitive Ser-
vices [20]. However, each has limitations, such as the need to create rules for
extracting information from the tables recognized by the system, or use training
datasets with annotated document segments. More recent works on information
extraction using DLA include, among others, [2,3,10,14,19,22,25]. They concen-
trate on specific types of documents, such as invoices or forms, where the layout
plays a relatively greater role: more general documents may contain tables, but
they can also have large amounts of unstructured text.

The second idea is to directly combine the methods of Computer Vision
and NLP. This could be done, for instance, by representing a text-filled page
as a multi-channel image, with channels corresponding to the features encoding
the semantics of the underlying text, and, subsequently, using convolutional
networks. This method was used, among others, by Chargrid and BERTgrid
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models [5,15]. On the other hand, LayoutLM [32] and TRIE [34] used the image
recognition features of the page image itself. A more complex approach was
taken by PICK [33], which separately processes the text and images of blocks
identified in the document. In this way it computes the vertex embeddings of
the block graph, which is then processed with a graph neural network.

Our idea is also related to the one used in [24], though in a different set-
ting. They considered texts accompanied by audio-visual signal injected into a
pretrained BERT instance, by combining it with the input embeddings.

LAMBERT has a different approach. It uses neither the raw document image,
nor the block structure that has to be somehow inferred. It relies on the tokens
and their bounding boxes alone, both of which are easily obtainable from any
reasonable OCR system.

1.2 Contribution

Our main contribution is the introduction of a Layout-Aware Language Model,
a general-purpose language model that views text not simply as a sequence of
words, but as a collection of tokens on a two-dimensional page. As such it is able
to process plain text documents, but also tables, headers, forms and various
other visual elements. The implementation of the model is available at https://
github.com /applicaai/lambert.

A key feature of this solution is that it retains the crucial trait of language
models: the ability to learn in an unsupervised setting. This allows the exploita-
tion of abundantly available unannotated public documents, and a transfer of
the learned representations to downstream tasks. Another advantage is the sim-
plicity of this approach, which requires only an augmentation of the input with
token bounding boxes. In particular, no images are needed. This eliminates an
important performance factor in industrial systems, where large volumes of doc-
uments have to be sent over a network between distributed processing services.

Another contribution of the paper is an extensive ablation study of the impact
of augmenting RoBERTa with various types of additional positional embeddings
on model performance on the SROIE [12], CORD [21], Kleister NDA and Kleister
Charity datasets [27].

Finally, we created a new dataset for the unsupervised training of layout-
aware language models. We will share a 200k document subset, amounting to
2M visually rich pages, accompanied by a dual classification of documents: busi-
ness/legal documents with complex structure; and others. Due to IIT-CDIP
Test Collection dataset [16] accessibility problems!, this would constitute the
largest widely available dataset for training layout-aware language models. It
would allow researchers to compare the performance of their solutions not only
on the same test sets, but also with the same training set. The dataset is pub-
lished at https://github.com/applicaai/lambert, together with a more detailed
description that is too long for this paper.

! The link https://ir.nist.gov/cdip/ seems to be dead (access on Feb 17, 2021).
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2 Proposed Method

We inject the layout information into the model in two ways. Firstly, we modify
the input embeddings of the original RoBERTa model by adding the layout
term. We also experiment with completely removing the sequential embedding
term. Secondly, we apply relative attention bias, used [11,23,26] in the context
of sequential position. The final architecture is depicted in Fig. 1.
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Fig. 1. LAMBERT model architecture. Differences with the plain RoBERTa model are
indicated by white text on dark blue background. N = 12 is the number of transformer
encoder layers, and h = 12 is the number of attention heads in each encoder layer.
Q, K, and V are, respectively, the queries, keys and values obtained by projecting the
self-attention inputs. (Color figure online)

2.1 Background

The basic Transformer encoder, used in, for instance, BERT [6] and RoBERTa
[18], is a sequence-to-sequence model transforming a sequence of input embed-
dings x; € R™ into a sequence of output embeddings y; € R™ of the same length,
for the input/output dimensions n and m. One of the main distinctive features
of this architecture is that it discards the order of its input vectors. This allows
parallelization levels unattainable for recurrent neural networks.
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In such a setting, the information about the order of tokens is preserved not
by the structure of the input. Instead, it is explicitly passed to the model, by
defining the input embeddings as

Ti = 8i + Pis (1)

where s; € R™ is the semantic embedding of the token at position i, taken
from a trainable embedding layer, while p;, € R" is a positional embedding,
depending only on 4. In order to avoid confusion, we will, henceforth, use the
term sequential embeddings instead of positional embeddings, as the positional
might be understood as relating to the 2-dimensional position on the page, which
we will deal with separately.

Since in RoBERTa, on which we base our approach, the embeddings p; are
trainable, the number of pretrained embeddings (in this case 512) defines a
limit on the length of the input sequence. In general, there are many ways to
circumvent this limit, such as using predefined [28] or relative [4] sequential
embeddings.

2.2 Modification of Input Embeddings
We replace the input embeddings defined in (1) with

x; = s; +p; + L(4;). (2)

Here, ¢; € R¥ stands for layout embeddings, which are described in detail in the
next subsection. They carry the information about the position of the i-th token
on the page.

The dimension k of the layout embeddings is allowed to differ from the input
embedding dimension n, and this difference is dealt with by a trainable linear
layer L: R* — R™. However, our main motivation to introduce the adapter layer
L was to gently increase the strength of the signal of layout embeddings during
training. In this way, we initially avoided presenting the model with inputs that
it was not prepared to deal with. Moreover, in theory, in the case of non-trainable
layout embeddings, the adapter layer may be able to learn to project ¢; onto a
subspace of the embedding space that reduces interference with the other terms
in (2). For instance, it is possible for the image of the adapter layer to learn
to be approximately orthogonal to the sum of the remaining terms. This would
minimize any information loss caused by adding multiple vectors. While this was
our theoretical motivation, and it would be interesting to investigate in detail
how much of it actually holds, such detailed considerations of a single model
component exceed the scope of this paper. We included the impact of using the
adapter layer in the ablation study.

We initialize the weight matrix of L according to a normal distribution
N(0,02), with the standard deviation ¢ being a hyperparameter. We have to
choose o carefully, so that in the initial phase of training, the L(¢;) term does
not interfere overly with the already learned representations. We experimentally
determined the value ¢ = 0.02 to be near-optimal?.

2 We tested the values 0.5, 0.1, 0.02, 0.004, and 0.0008.
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2.3 Layout Embeddings

In our setting, a document is represented by a sequence of tokens ¢; and their
bounding boxes b;. To each element of this sequence, we assign its layout embed-
ding ¢;, carrying the information about the position of the token with respect
to the whole document. This could be performed in various ways. What they all
have in common is that the embeddings ¢; depend only on the bounding boxes
b; and not on the tokens ;.

We base our layout embeddings on the method originally used in [7], and
then in [28] to define the sequential embeddings. We first normalize the bounding
boxes by translating them so that the upper left corner is at (0,0), and dividing
their dimensions by the page height. This causes the page bounding box to
become (0,0, w, 1), where w is the normalized width.

The layout embedding of a token will be defined as the concatenation of four
embeddings of the individual coordinates of its bounding box. For an integer d
and a vector of scaling factors § € R?, we define the corresponding embedding
of a single coordinate ¢ as

embyg(t) = (sin(t0); cos(t6)) € R??, (3)

where the sin and cos are performed element-wise, yielding two vectors in R%.
The resulting concatenation of single bounding box coordinate embeddings is
then a vector in R8¢,

In [28, Section 3.5], and subsequently in other Transformer-based models with
precomputed sequential embeddings, the sequential embeddings were defined by
embyg with 6 being a geometric progression interpolating between 1 and 1074,
Unlike the sequential position, which is a potentially large integer, bounding box
coordinates are normalized to the interval [0, 1]. Hence, for our layout embed-
dings we use larger scaling factors (6,.), namely a geometric sequence of length
n/8 interpolating between 1 and 500, where n is the dimension of the input
embeddings.

2.4 Relative Bias

Let us recall that in a typical Transformer encoder, a single attention head
transforms its input vectors into three sequences: queries ¢; € R%, keys k; € R?,
and values v; € R%. The raw attention scores are then computed as o =
d-1/ 2qT k;. Afterwards, they are normalized using softmax, and used as weights
in linear combinations of value vectors.

The point of relative bias is to modify the computation of the raw attention
scores by introducing a bias term: ozgj = «aj; + Bi;. In the sequential setting,
Bi; = W(i—j) is a trainable weight, depending on the relative sequential position
of tokens ¢ and j. This form of attention bias was introduced in [23], and we will
refer to it as sequential attention bias.

We introduce a simple and natural extension of this mechanism to the two-
dimensional context. In our case, the bias 3;; depends on the relative positions
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of the tokens. More precisely, let C' > 1 be an integer resolution factor (the
number of cells in a grid used to discretize the normalized coordinates). If b; =
(z1,Y1,%2,y2) is the normalized bounding box of the i-th token, we first reduce
it to a 2-dimensional position (&;,7;) = (Cx1,C(y1 + y2)/2), and then define

Bij = H([& — &) + V(I —ny)), (4)

where H (/) and V (¢) are trainable weights defined for every integer ¢ € [-C, C).
A good value for C should allow for a distinction between consecutive lines and
tokens, without unnecessarily affecting performance. For a typical document
C = 100 is enough, and we fix this in our experiments.

This form of attention bias will be referred to as 2D attention bias. We
suspect that it should help in analyzing, say, tables by allowing the learning of
relationships between cells.

3 Experiments

All experiments were performed on 8 NVIDIA Tesla V100 32 GB GPUs. As our
pretrained base model we used RoBERTa in its smaller, base variant (125M
parameters, 12 layers, 12 attention heads, hidden dimension 768). This was
also employed as the baseline, after additional training on the same dataset
we used for LAMBERT. The implementation and pretrained weights from the
transformers library [30] were used.

In the LAMBERT model, we used the layout embeddings of dimension
k = 128, and initialized the adapter layer L with standard deviation ¢ = 0.02,
as noted in Sect.2. For comparison, in our experiments, we also included the
published version of the LayoutLM model [32], which is of a similar size.

The models were trained on a masked language modeling objective extended
with layout information (with the same settings as the original RoOBERTa [18]);
and subsequently, on downstream information extraction tasks. In the remainder
of the paper, these two stages will be referred to as, respectively, training and
fine-tuning.

Training was performed on a collection of PDFs extracted from Common
Crawl made up of a variety of documents (we randomly selected up to 10 doc-
uments from any single domain). The documents were processed with an OCR
system, Tesseract 4.1.1-rc1-7-gb36c, to obtain token bounding boxes. The
final model was trained on the subset of the corpus consisting of business doc-
uments with non-trivial layout, filtered by an SVM binary classifier, totaling to
approximately 315k documents (3.12M pages). The SVM model was trained on
700 manually annotated PDF files to distinguish between business (e.g. invoices,
forms) and non-business documents (e.g. poems, scientific texts).

In the training phase, we used the Adam optimizer with the weight decay
fix from [30]. We employed a learning rate scheduling method similar to the one
used in [6], increasing the learning rate linearly from 0 to le—4 for the warm-up
period of 10% of the training time and then decreasing it linearly to 0. The final
model was trained with batch size of 128 sequences (amounting to 64K tokens)
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for approximately 1000k steps (corresponding to training on 3M pages for 25
epochs). This took about 5days to complete a single experiment.

After training our models, we fine-tuned and evaluated them independently
on multiple downstream end-to-end information extraction tasks. Each evalu-
ation dataset was split into training, validation and test subsets. The models
were extended with a simple classification head on top, consisting of a single
linear layer, and fine-tuned on the task of classifying entity types of tokens. We
employed early stopping based on the F}-score achieved on the validation part
of the dataset. We used the Adam optimizer again, but this time without the
learning rate warm-up, as it turned out to have no impact on the results.

The extended model operates as a tagger on the token level, allowing for
the classification of separate tokens, while the datasets contain only the values
of properties that we are supposed to extract from the documents. Therefore,
the further processing of output is required. To this end, we use the pipeline
described in [27].

Every contiguous sequence of tokens tagged as a given entity type is treated
as a recognized entity and assigned a score equal to the geometric mean of
the scores of its constituent tokens. Then, every recognized entity undergoes a
normalization procedure specific to its general data type (e.g. date, monetary
amount, address, etc.). This is performed using regular expressions: for instance,
the date July, 15th 2013 is converted to 2013-07-15. Afterwards, duplicates
are aggregated by summing their scores, leading to a preference for entities
detected multiple times. Finally, the highest-scoring normalized entity is selected
as the output of the information extraction system. The predictions obtained this
way are compared with target values provided in the dataset using F}-score as
the evaluation metric. See [27] for more details.

4 Results

We evaluated our models on four public datasets containing visually rich doc-
uments. The Kleister NDA and Kleister Charity datasets are part of a larger
Kleister dataset, recently made public [27] (many examples of documents, and
detailed descriptions of extraction tasks can be found therein). The NDA set
consists of legal agreements, whose layout variety is limited. It should proba-
bly be treated as a plain-text dataset. The Charity dataset on the other hand
contains reports of UK charity organizations, which include various tables, dia-
grams and other graphic elements, interspersed with text passages. All Kleister
datasets come with predefined train/dev/test splits, with 254/83/203 documents
for NDA and 1729/440/609 for Charity.

The SROIE [12] and CORD [21] datasets are composed of scanned and
OCRed receipts. Documents in SROIE are annotated with four target entities
to be extracted, while in CORD there are 30 different entities. We use the public
1000 samples from the CORD dataset with the train/dev/test split proposed by
the authors of the dataset (respectively, 800/100/100). As for SROIE, it consists
of a public training part, and test part with unknown annotations. For the pur-
pose of ablation studies, we further subdivided the public part of SROIE into
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Table 1. Comparison of Fij-scores for the considered models. Best results in each
column are indicated in bold. In parentheses, the length of training of our models,
expressed in non-unique pages, is presented for comparison. For RoBERTa, the first
row corresponds to the original pretrained model without any further training, while
in the second row the model was trained on our dataset. *result obtained from relevant
publication; Presult of a single model, obtained from the SROIE leaderboard [13]

Model Params | Our experiments External results
NDA | Charity | SROIE* | CORD | SROIE | CORD
RoBERTa [18] 1256M | 77.91 |76.36 94.05 91.57 |92.39" |-

RoBERTa (16M) |125M | 78.50 |77.88 94.28 | 91.98 |93.03% |-
LayoutLM [32] 113M | 77.50 |77.20 | 94.00 |93.82 |94.38* | 94.72%
343M | 79.14 | 77.13 1 96.48 |93.62 | 97.09" |94.93*
LayoutLMv2 [31] |200M |- - - - 96.25* | 94.95%
426M | — - - - 97.81" | 96.01*
LAMBERT (16M) | 125M 1 80.31 |79.94 96.24 | 93.75 |~ -
LAMBERT (75M) | 125M | 80.42|81.34 96.93 | 94.41 |98.17° -

training and test subsets (546/80 documents; due to the lack of a validation set
in this split, we fine-tuned for 15 epochs instead of employing early stopping).
We refer to this split as SROIE*, while the name SROIE is reserved for the
original SROIE dataset, where the final evaluation on the test set is performed
through the leaderboard [13].

In Table 1, we present the evaluation results achieved on downstream tasks by
the trained models. With the exception of the Kleister Charity dataset, where
only 5 runs were made, each of the remaining experiments were repeated 20
times, and the mean result was reported. We compare LAMBERT with base-
line RoBERTa (trained on our dataset) and the original RoBERTa [18] (with-
out additional training); LayoutLM [32]; and LayoutLMv2 [31]. The LayoutLM
model published by its authors was plugged into the same pipeline that we used
for LAMBERT and RoBERTa. In the first four columns we present averaged
results of our experiments, and for CORD and SROIE we additionally provide
the results reported by the authors of LayoutLM, and presented on the leader-
board [13].

Since the LayoutLMv2 model was not publicly available at the time of prepar-
ing this article, we could not perform experiments ourselves. As a result some
of the results are missing. For CORD, we present the scores given in [31], where
the authors did not mention, though, whether they averaged over multiple runs,
or used just a single model. A similar situation occurs for LayoutLM; we pre-
sented the average results of 20 runs (best run of LAMBERT attained the score
of 95.12), which are lower than the scores presented in [31]. The difference could
be attributed to using a different end-to-end evaluation pipeline, or averaging (if
the results in [31,32] come from a single run).
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For the full SROIE dataset, most of the results were retrieved from the public
leaderboard [13], and therefore they come from a single model. For the base
variants of LayoutLM and LayoutLMv2, the results were unavailable, and we
present the scores from the corresponding papers.

In our experiments, the base variant of LAMBERT achieved top scores for all
datasets. However, in the case of CORD, the result reported in [31] for the large
variant of LayoutLMv2 is superior. If we consider the best scores of LAMBERT
(95.12) instead of the average, and the scores of LayoutLM reported in [32],
LAMBERT slightly outperforms LayoutLM, while still being inferior to Lay-
outLMv2. Due to the lack of details on the results of LayoutLM, it is unknown
which of these comparisons is valid.

For Kleister datasets, the base variant (and in the case of Charity, also the
large variant) of LayoutLM did not outperform the baseline RoBERTa. We sus-
pect that this might be the result of LayoutLM being better attuned to the
evaluation pipeline used by its authors, and the fact that it was based on an
uncased language model. In the Kleister dataset, meanwhile, performance for
entities such as names may depend on casing.

5 Hyperparameters and Ablation Studies

In order to investigate the impact of our modifications to RoBERTa, we per-
formed an extensive study of hyperparameters and the various components of
the final model. We investigated the dimension of layout embeddings, the impact
of the adapter layer L, the size of training dataset, and finally we performed a
detailed ablation study of the embeddings and attention biases we had used to
augment the baseline model.

In the studies, every model was fine-tuned and evaluated 20 times on each
dataset, except for Kleister Charity dataset, on which we fine-tuned every model
5 times: evaluations took much longer on Kleister Charity. For each model and
dataset combination, the mean score was reported, together with the two-sided
95% confidence interval, computed using the corresponding t-value. We consid-
ered differences to be significant when the corresponding intervals were disjoint.
All the results are presented in Table 2, which is divided into sections correspond-
ing to different studies. The Fj-scores are reported as increases with respect to
the reported mean baseline score, to improve readability.

5.1 Baseline

As a baseline for the studies we use the publicly available pretrained base variant
of the RoOBERTa model with 12 layers, 12 attention heads, and hidden dimension
768. We additionally trained this model on our training set, and fine-tuned it on
the evaluation datasets in a manner analogous to LAMBERT.
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Table 2. Improvements of F}-score over the baseline for various variants of LAMBERT
model. The first row (with grayed background) contains the Fi-scores of the baseline
RoBERTa model. The other grayed row corresponds to full LAMBERT. Statistically
insignificant improvements over the baseline are grayed. In each of three studies, the
best result together with all results insignificantly smaller are in bold. *filtered datasets;
Pmodel with a disabled adapter layer

:«‘2 2 éo g Inputs Datasets
S =2 = 4
o ® T .5 <t 2
°e ZBEEEE 2
a8 S g ¢ . g7 NDA Charity SROIE* CORD
f5 E5 &7 &g
= 5) £ =
° 78.50+1.16 T77.8840.48 94.2840.42 91.9840.62
o o 2424961 0.7940.17
° 26210580 1.86410.15
° 2.0210.48
e o 3.001037 1.94410.16
1.94 1.42
8% OM 128 [ ] [ ] +0.18 +0.53
° ° 2.024053 2.09100922 1.93.0.71
° e o 1.8410.420 2.081038 2.151065
e o o 1.7540.35
e o ° 1.8410.27 2.011024 1.9510.46
e o o o 18lipggg 2061069 1.9610.16 1.7710.46
128 e ° 1.9410.18 142153
384 1.86 1.51
8% OM ° L] +0.22 +0.60
768 e ° 2184025 1.541051
768 . 2.30+0.20 1.58.10.52
8x2M e o o o 181ip60 2064026 1964018 1.77+0.46
8x2M?2 128 e e e @ 1.861066 1.9210.19 2.6040.18 1.5940.61
25 x3M? o o o o 192,050 3464021 2.6510.13 2.4310.19

5.2 Embeddings and Biases

In this study we disabled various combinations of input embeddings and atten-
tion biases. The models were trained on 2M pages for 8 epochs, with 128-
dimensional layout embeddings (if enabled). The resulting models were divided
into three groups. The first one contains sequential-only combinations which
do not employ the layout information at all, including the baseline. The sec-
ond group consists of models using only the bounding box coordinates, with no
access to sequential token positions. Finally, the models in the third group use
both sequential and layout inputs. In this group we did not disable the sequen-
tial embeddings. It includes the full LAMBERT model, with all embeddings and
attention biases enabled.

Generally, we observe that none of the modifications has led to a significant
performance deterioration. Among the models considered, the only one which
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reported a significant improvement for all four datasets—and at the same time,
the best improvement—was the full LAMBERT.

For the Kleister datasets the variance in results was relatively higher than
in the case of SROIE* and CORD. This led to wider confidence intervals, and
reduced the number of significant outcomes. This is true especially for the Kleis-
ter NDA dataset, which is the smallest one. In Kleister NDA, significant improve-
ments were achieved for both sequential-only models, and for full LAMBERT.
The differences between these increases were insignificant. It would seem that,
for sequential-only models, the sequential attention bias is responsible for the
improvement. But after adding the layout inputs, it no longer leads to improve-
ments when unaccompanied by other modifications. Still, achieving better results
on sequential-only inputs may be related to the plain text nature of the Kleister
NDA dataset.

While other models did not report significant improvement over the baseline,
there are still some differences between them to be observed. The model using
only 2D attention bias is significantly inferior to most of the others. This seems
to agree with the intuition that relative 2D positions are the least suitable way
to pass positional information about plain text.

In the case of the Kleister Charity dataset, significant improvements were
achieved by all layout-only models, and all models using the 2D attention bias.
Best improvement was attained by full LAMBERT, and two layout-only models
using the layout embeddings; the 2D attention bias used alone improved the
results significantly, but did not reach the top score. The confidence intervals
are too wide to offer further conclusions, and many more experiments will be
needed to increase the significance of the results.

For the SROIE* dataset, except for two models augmented only with a single
attention bias, all improvements proved significant. Moreover, the differences
between all the models using layout inputs are insignificant. We may conclude
that passing bounding box coordinates in any way, except through 2D attention
bias, significantly improves the results. As to the lack of significant improvements
for 2D attention bias, we hypothesize that this is due to its relative nature.
In all other models the absolute position of tokens is somehow known, either
through the layout embeddings, or the sequential position. When a human reads
a receipt, the absolute position is one of the main features used to locate the
typical positions of entities.

For CORD, which is the more complex of the two receipt datasets, significant
improvements were observed only for combined sequential and layout models. In
this group, the model using both sequential and layout embeddings, augmented
with sequential attention bias, did not yield a significant improvement. There
were no significant differences among the remaining models in the group. Con-
trary to the case of SROIE*, none of the layout-only models achieved significant
improvement.
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5.3 Layout Embedding Dimension

In this study we evaluated four models, using both sequential and layout embed-
dings, varying the dimension of the latter. We considered 128-, 384-, and 768-
dimensional embeddings. Since this is the same as for the input embeddings of
RoBERTapg ssE, it was possible to remove the adapter layer L, and treat this as
another variant, in Table 2 denoted as 768P.

In Kleister NDA, there were no significant differences between any of the
evaluated models, and no improvements over the baseline. On the other hand,
in Kleister Charity, disabling the adapter layer and using the 768-dimensional
layout embeddings led to significantly better performance. These results remain
consistent with earlier observations that in Kleister NDA the best results were
achieved by sequential-only models, while in the case of Kleister Charity, by
layout-only models. It seems that in the case of NDA the performance is influ-
enced mostly by the sequential features, while in the case of Charity, removing
the adapter layer increases the strength of the signal of the layout embeddings,
carrying the layout features which are the main factor affecting performance.

In SROIE* and CORD all results were comparable, with one exception,
namely in SROIE*, the model with the disabled adapter layer did not, unlike
the remaining models, perform significantly better than the baseline.

5.4 Training Dataset Size

In this study, following the observations from [9], we considered models trained
on 3 different datasets. The first model was trained for 8 epochs on 2M unfiltered
(see Sect. 3 for more details of the filtering procedure) pages. In the second model,
we used the same training time and dataset size, but this time only filtered pages
were used. Finally, the third model was trained for 25 epochs on 3M filtered
pages.

It is not surprising that increasing the training time and dataset size, leads to
an improvement in results, at least up to a certain point. In the case of Kleister
NDA dataset, there were no significant differences in the results. For Kleister
Charity, the best result was achieved for the largest training dataset, with 75M
filtered pages. This result was also significantly better than the outcomes for the
smaller dataset. In the case of SROIE* the two models trained on datasets with
filtered documents achieved a significantly higher score than the one trained on
unfiltered documents. There was, in fact, no significant difference between these
two models. This supports the hypothesis that, in this case, filtering could be
the more important factor. Finally, for CORD the situation is similar to Kleister
Charity.

6 Conclusions and Further Research

We introduced LAMBERT, a layout-aware language model, producing contex-
tualized token embeddings for tokens contained in formatted documents. The
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model can be trained in an unsupervised manner. For the end user, the only
difference with classical language models is the use of bounding box coordinates
as additional input. No images are needed, which makes this solution particu-
larly simple, and easy to include in pipelines that are already based on OCR-ed
documents.

The LAMBERT model outperforms the baseline RoBERTa on information
extraction from visually rich documents, without sacrificing performance on
documents with a flat layout. This can be clearly seen in the results for the
Kleister NDA dataset. Its base variant with around 125M parameters is also
able to compete with the large variants of LayoutLM (343M parameters) and
LayoutLMv2 (426M parameters), with Kleister and SROIE datasets achieving
superior results. In particular, LAMBERT g 45 achieved first place on the Key
Information Extraction from the SROIE dataset leaderboard [13].

The choice of particular LAMBERT components is supported by an ablation
study including confidence intervals, and is shown to be statistically significant.
Another conclusion from this study is that for visually rich documents the point
where no more improvement is attained by increasing the training set has not
yet been reached. Thus, LAMBERT’s performance can still be improved upon
by simply increasing the unsupervised training set. In the future we plan to
experiment with increasing the model size, and training datasets.

Further research is needed to ascertain the impact of the adapter layer L on
the model performance, as the results of the ablation study were inconclusive. It
would also be interesting to understand whether the mechanism through which
it affects the results is consistent with the hypotheses formulated in Sect. 2.
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